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Introduction

Most common speech features as Mel Ceptstral Coeffi-
cients (MFCCs) and RelAtive SpecTrAl Perceptual Lin-
ear Predictive RASTA-PLP features use only spectral
information. However, from measurements in the mam-
malian auditory cortex it is known that the mammalian
brain jointly uses spectral and temporal information. To
model this we previously developed Hierarchical Spectro-
Temporal (HIST) features [1, 2]. They consist of two
layers, the first capturing local spectro-temporal varia-
tions and the second integrating them into larger recep-
tive fields. This layout was inspired by a recently pro-
posed system for visual object recognition [3].

Potentially spectro-temporal features can better model
the relevant speech information as purely spectral fea-
tures. In this paper we will highlight that the information
extracted by the proposed Hist features in fact differs
from that of purely spectral information as extracted by
Rasta-Plp and Mfcc features and we will show that a
combination of both feature types can be used to reduce
word error rates in a noisy digit recognition task.

In the following we will first briefly introduce the Hist

features. More details on the features and a more thor-
ough analysis can be found in [2]. Next we will perform
a covariance analysis between Hist , Rasta-Plp , and
Mfcc features. Finally we will show based on recog-
nition results that the complementary information ex-
tracted by the Hist features is able to reduce word error
rates.

Hierarchical Spectro-Temporal Features

The key elements of our hierarchical feature extraction
framework are depicted in Fig. 1. First a preprocess-
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Figure 1: Overview of the feature extraction process.

ing step performs a transformation in the frequency do-
main with a Gammatone filterbank and a following en-
hancement of the formant frequencies via a filtering along
the frequency axis [2]. This yields the input to the
first layer of our hierarchical feature extraction frame-
work. The corresponding receptive fields, i. e. filter ker-
nels, are learned based on Independent Component Anal-
ysis (ICA). The receptive fields in the second layer are
learned with Non-negative Sparse Coding (NNSC) [2]. In

both cases the learning is completely unsupervised and
based on randomly selected patches from the training
part of the TIDigits database [4]. The second layer yields
50 coefficients to which we add Delta and Delta-Delta fea-
tures, yielding a 150 dimensional feature vector. On this
feature vector we perform a Principle Component Anal-
ysis (PCA) to reduce the dimensionality of the feature
space to 39 dimensions and to orthogonalize the features.
The resulting features are then fed into a Hidden Markov
Model (HMM) for recognition.

Experimental Conditions

In the following we want to further investigate the nature
of the information extracted by the Hist features. For
doing so we perform a covariance analysis to conventional
features and perform recognition experiments. But first
we want to briefly describe the experimental conditions.
We use TIDigits, a database for speaker independent con-
tinuous digit recognition. TIDigits contains 326 speakers
each pronouncing 77 digit sequences [4]. To this data
we added car noise from the Noisex database [5] at vary-
ing Signal to Noise Ratios (SNRs). The Hidden Markov
Models serving as recognition backend were trained on
clean signals with HTK with whole word HMMs contain-
ing 16 states without skip transitions and a mixture of 3
Gaussians with a diagonal covariance matrix per state.

Covariance Analysis

As stated above spectro-temporal features should in prin-
ciple be able to extract information from the speech sig-
nal which is not accessible to conventional, purely spec-
tral features. To substantiate this supposition we per-
formed a covariance analysis between the proposed Hist

features and conventional Rasta-Plp features [6]. Ad-
ditionally, we also performed this covariance analysis be-
tween the Rasta-Plp features and another commonly
used type of spectral features, namely Mfccs [7]. In both
cases we calculated the corresponding features from the
test set of the TIDigits database without any additional
background noise added [2]. We used 39 Hist features
following the PCA step as well as 15 Rasta-Plp and
13 Mfcc features without Deltas and Delta-Deltas. The
results of this analysis are shown in Fig. 2. When com-
paring the two covariance matrices one can clearly see
on the rectangular off-diagonal parts in Fig. 2(a) that
the correlation between Hist and Rasta-Plp features is
much smaller than the correlation between Rasta-Plp

and Mfcc features. This demonstrates that Rasta-Plp

and Mfcc features extract very similar information and
at the same time that the information extracted by the
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Figure 2: Comparison of covariance matrices between the
combination of Rasta-Plp and Hist features (a) and the
combination of Rasta-Plp and Mfcc features. Prior to the
calculation of the covariance matrices we removed the mean
and performed a variance normalization of each feature in-
dividually. The separation between the two feature sets is
highlighted with a black bar.

Hist features is different.

Recognition Scores

The results of the previous covariance analysis showed
that the Hist features extract different information than
Rasta-Plp and Mfcc features but it left open if this
information is indeed useful. To investigate this we per-
formed recognition tests on the TIDigits database as
described above. From Fig.3 it can first be seen that
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Figure 3: Word error rates (WERs) when car noise was
added to the speech data.

Rasta-Plp features are more robust against additional
background noise than Mfccs. Next it can be observed
that for high SNR levels the performance of the Hist

features is inferior to Rasta-Plp or Mfcc features but
at low SNR levels the Hist features show better perfor-
mance than the other two feature types. Furthermore,
the results show that the combination of either Hist

with Rasta-Plp or Hist with Mfcc features clearly
improves the performance. To better evaluate this Fig. 4
shows the relative word error rates with results obtained
using Rasta-Plp features as a baseline. The plot shows
that combining Hist features and Rasta-Plp or Mfcc

features yields relative improvements of more than 50%
for medium SNR levels. Combining Rasta-Plp and
Mfcc features on the other hand has only a small pos-
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Figure 4: Word error rates (WERs) when car noise was
added to the speech data relative to those obtained with
Rasta-Plp features alone. Bars indicate the 95% confidence
intervalls calculated according to [8].

itive effect for high SNR levels and is even disadvanta-
geous for low SNR levels.

Discussion

Based on a covariance analysis between our proposed
Hist features and conventional, purely spectral features
we could show that our spectro-temporal features capture
information which is only weakly correlated with the in-
formation extracted by conventional features. Additional
speech recognition experiments showed that combining
the spectro-temporal features with purely spectral fea-
tures significantly reduces error rates in noise. From this
we conclude that the information captured via the pro-
posed spectro-temporal features is not only different from
that extracted by conventional features but also comple-
mentary to it.
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