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Abstract. In this paper we present an approach for multi-dimensional
histogram-based image segmentation. We combine level-set methods for
image segmentation with probabilistic region descriptors based on multi-
dimensional histograms. Unlike stated by other authors we show that
colour space histograms provide a reasonable and efficient description of
image regions. In contrast to Gaussian Mixture Model based algorithms
no parameter learning and estimation of the number of mixture compo-
nents is required. Compared to recent level-set based segmentation meth-
ods satisfying segmentation results are achieved without specific features
(e.g. texture). In a comparison with state-of-the-art image segmentation
methods it is shown that the proposed approach yields competitive re-
sults.

1 Introduction

In the field of image segmentation, two major approaches can be distinguished:
multi region segmentation and figure-background segregation. While the former
tries to group similar (by their image features f) and related (by their spatial
properties like location, etc.) pixels of an image into separate regions, the lat-
ter attempts to find a salient region of an image considering it as a foreground
“figure”, labelling all the reminder without any further differentiation as back-
ground. In this paper we address the problem of figure-background segregation
based on multi-dimensional histogram-based region descriptors.

In state-of-the-art figure-background segregation algorithms (see “GrabCut”
[1], “Graph cut” [2], “Knockout 2” [3] and “Bayes Matte” [4]) probabilistic colour
distribution models are commonly used. In recent years also level-set methods [5—
9] became a powerful tool for image segmentation. The former algorithms model
colour distributions in a three dimensional colour space, whereas state-of-the-art
level-set methods are able to work on arbitrary feature maps [10]. These feature
maps may incorporate the three colour components but might be extended by
any other characteristic property of a region (e.g. texture and motion [11]). So far
level-set methods assume the feature maps to be independent, which constitutes
a major difference to the algorithm proposed here.

The method presented in this paper combines the multi-dimensional ap-
proach of colour distributions of state-of-the-art figure-background segregation



algorithms with the feature maps used by level-set methods. The combined algo-
rithm is formulated in a two-region level-set framework. Whereas state-of-the-art
image segmentation methods commonly model the colour distribution by means
of Gaussian Mixture Models, we use colour space histograms that do not require
parameter learning and the estimation of the number of mixture components
and thus are more efficient to implement. In contrast to state-of-the-art level-set
methods it is shown that competitive segmentation results are achieved without
any additional specific feature maps, like texture.

Level-set methods [5] separate all image pixels into two disjoint regions by
favouring homogeneous image properties for pixels within the same region and
distinct image properties for pixels belonging to different regions. The level-
set formalism describes the region properties using an energy functional that
implicitly contains the region description and that has to be minimised. The
formulation of the energy functional dates back to e.g. Mumford and Shah [6] and
to Zhu and Yuille [7]. Later on, the functionals were reformulated and minimised
using the level-set framework by e.g. [8] and [9].

Among all segmentation algorithms from computer vision (see Sect. 2), level-
set methods provide perhaps the closest link with the biologically motivated, con-
nectionist models as e.g. represented by [12]. Similar to neural models, level-set
methods work on a grid of nodes located in image/retinotopic space, interpreting
the grid as having local connectivity, and using local rules for the propagation
of activity in the grid. Time is included explicitly into the model by a formula-
tion of the dynamics of the nodes activity. Furthermore, the external influence
from other sources (larger network effects, feedback from other areas, inclusion
of prior knowledge) can be readily integrated on a node-per-node basis, which
makes level-sets appealing for the integration into biologically motivated system
frameworks.

In this paper, we apply an extended level-set formalism to compare the rep-
resentation of region characteristics by several independent features and by fea-
tures located in a common feature space and show the advantages of the latter.
In Sect. 2 state-of-the-art figure-background segregation algorithms are briefly
described. Section 3 introduces the level-set method we use for image segmenta-
tion and its extension to multi-dimensional histogram-based region descriptors.
In Sect. 4 we present the results of the proposed algorithm. A short discussion
finalises the paper.

2 State-of-the-Art Figure-Background Segregation

In [1] a comprehensive summary of recent figure-background segregation meth-
ods is given. The reminder of this section compares two major approaches:
“trimap”-based algorithms, introduced in Sect. 2.1 and level-set methods, de-
scribed in Sect. 2.2. Inspired by these two methods, we introduce an extension
to standard level-set methods for image segmentation in Sect. 3.



2.1 “Trimap”-Based Methods

A number of state-of-the-art figure-background segregation algorithms (e.g.:
“GrabCut” [1], “Graph cut” [2], “Knockout 2” [3] and “Bayes Matte” [4]) per-
form the image segmentation task based on “trimaps”. Starting with an initial
“trimap” T = {T, Ty, Tr} — that specifies known background T, known fore-
ground Tr and unknown Ty regions of the image — the pixels of the unknown
region are assigned to the foreground and background regions. The assignment
is commonly based on probabilistic colour distribution models. Depending on
the algorithm, the assignment is in a binary or probabilistic manner and the
probabilistic colour distribution models are computed based only on the ini-
tial “trimap” or iteratively updated using the previous assignments within the
region Ty. To represent the probabilistic colour distribution models, different
approaches are proposed. For grey values histograms are often used, whereas a
common choice for the RGB colour space are Gaussian Mixture Models. Accord-
ing to [1] it is impractical to construct adequate colour space histograms, which
will be disproved in this paper.

In addition to the “trimap”, a smoothness term is used to control the granu-
larity of the segmentation. The smoothness term acts in a way that encourages
coherence of the assignments of neighbouring, unknown pixels within the region
Ty. Therefore adjacent pixels are forced to similar assignments depending on
the difference of their corresponding colour and grey values, respectively. The
more similar the pixel values are, the higher is the force to assign them to the
same region Tr and T, respectively.

2.2 Level-Set Methods

Level-set methods are front propagation methods. Starting with an initial con-
tour, the figure-background segregation task is solved by iteratively moving the
contour according to the solution of a partial differential equation (PDE). The
PDE is often originated from the minimisation of an energy functional. Famous
representatives of energy functionals for image segmentation problems are those
by Mumford and Shah [6] and by Zhu and Yuille [7]. While the former work in its
original version on grey value images (i.e. on scalar data), utilise the mean grey
value of a region as a simple region descriptor and were only later extended to
vector valued data [10] (e.g. colour images), the latter use more advanced prob-
abilistic region descriptors that are based on the distributions of each feature
channel inside and outside the contour. In many cases it is sufficient to model
these distributions by unimodal Gaussian distributions. In some rare cases the
distributions are approximated in a multimodal way [9] e.g. by Gaussian Mixture
Models or Nonparametric Parzen Density Estimates [13]. Regardless of the way
the distributions are modeled, the features are in all approaches assumed to be
independent. Thus, they are not located in a common feature space which leads
to a separate model for each feature. Within a region the models of all features
together add up to the region descriptor.



Similar to the “trimap”-based approaches, level-set methods use a smooth-
ness term to control the granularity of the segmentation. A common way is to
penalise the length of the contour, that can be formulated in the energy func-
tional by simply adding the length of the contour to the energy that is to be
minimised. In doing so, few large objects are favoured over many small objects
as well as smooth object boundaries over ragged object boundaries.

Compared to “active contours” (snakes) [14], that also constitute front propa-
gation methods and explicitly represent a contour by supporting points, level-set
methods represent contours implicitly by a level-set function that is defined over
the complete image plane. The contour is defined as an iso-level in the level-set
function, i.e. the contour is the set of all locations, where the level-set function
has a specific value. This value is commonly chosen to be zero, thus the inside
and outside regions can easily be determined by the Heaviside function H(x)?.

3 Multi-Dimensional Histogram-Based Image
Segmentation

3.1 Standard Level-Set based Region Segmentation

The proposed multi-dimensional histogram-based image segmentation frame-
work is based on a standard two-region level-set method [9,15]. In a level-set
framework, a level-set function ¢ € {2 +— R is used to divide the image plane (2
into two disjoint regions, {27 and (25, where ¢(z) > 0 if x € 21 and ¢(x) < 0 if
x € {25. Here we adopt the convention that (2 indicates the background and (2,
the segmented object. A functional of the level-set function ¢ can be formulated
that incorporates the following constraints:

— Segmentation constraint: the data within each region 2; should be as similar
as possible to the corresponding region descriptor p;.

— Smoothness constraint: the length of the contour separating the regions (2;
should be as short as possible.

This leads to the expression?

E(¢) = v / VH(@)dz — / xi(6) log pi de 1)
=1 )

9]

with the Heaviside function H(¢) and x1 = H(¢) and x2 = 1 — H(¢). That is,
the x;’s act as region masks, since x; = 1 for x € (2; and 0 otherwise. The first
term acts as a smoothness term, that favours few large regions as well as smooth
regions boundaries, whereas the second term contains assignment probabilities
p1(x) and po(x) that a pixel at position z belongs to the inner and outer regions
£2; and {29, respectively, favouring a unique region assignment.

Y H(z) =1for X > 0and H(z) = 0for X <0 .
2 Remark that ¢, x; and p; are functions over the image position z.



Minimisation of this functional with respect to the level-set function ¢ using
gradient descent leads to

% = 5(¢) [udiv <%) +log ;’—j . (2)

A region descriptor p;(f) that depends on the image feature vector f serves
to describe the characteristic properties of the outer vs. the inner regions. The
assignment probabilities p;(z) for each image position are calculated based on
an image feature vector via p;(x) := p;(f(z)). The parameters of the region
descriptor p;(f) are gained in a separate step using the measured feature vectors
f(z) at all positions = € §2; of a region 1.

For standard images, there may be only a single feature vector component like
the pixel grey values. The case with several image features is — in standard level-
set based region segmentation — covered by assuming independent contributions
from each feature vector channel f; using assignment probabilities p1 = [] ;D1j
and py =[] ;j P2j- In many cases, the p;;’s are modeled by unimodal Gaussian
region descriptor distributions so that ps;(x) = N, (pij,045) [10], with mean
wi; and variance o;;. Furthermore, p;; and o;; may act as locally calculated
parameters that depend on the pixel position z. Remark that if we assume a
single p;; and o;; for the entire region, (1) reduces to the standard Mumford-
Shah functional as used in [8]. There are also approaches where the distributions
are approximated in a multimodal way [9] e.g. by Gaussian Mixture Models or
Nonparametric Parzen Density Estimates [13].

3.2 A Multi-Dimensional Histogram-Based Level-Set Method for
Image Segmentation

For the multi-dimensional histogram-based level-set method presented in this
paper, we propose to use multi-dimensional nonparametric region descriptor
functions. In comparison to the commonly used Gaussian Mixture Models, we
present an approach that represents the region descriptors extensively in a
multi-dimensional grid-based way. Thus, the feature vector channels f; are no
longer assumed to contribute independently from each other to the assign-
ment probabilities p; via the p;;’s, but span a single multi-dimensional fea-
ture space p;(f). To this end, we calculate for the entire feature space f in-
side a region ¢ a normalised histogram-vector h; with single entries indexed by
k= (ki ko, kj-- k)" where

[ xi()hie () dax
(9]

e = @
2

and

hao(w) = [T (H(fi(@) = biy) = H(f5(x) = b)) (4)
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with hyper-bins indexed by vector k and borders of the histogram hyper-bins
defined by by3. For equally spaced by’s, the hyper-bins become hyper-cubes in
the feature space of f. Smoothed versions of the multi-dimensional histogram h;
can be gained by convolving it with a multi-dimensional Gaussian kernel of the
same dimensionality, but in our applications smoothing the histogram did not
change the results substantially.

The standard level-set method as described in the above section is extended
by using the normalised multi-dimensional histogram h; as the feature-dependent
region descriptor p;(f). The region assignment probability is then calculated by

pi(r) =3 he(@hiw =YY > > he()hin (5)
k kg

k1 ko ]i}j

i.e., by extracting the histogram entry of h; that corresponds to the hyper-bin
indicated by f(z). In this way, both the region descriptor function as well as
the computation of the region assignment become computationally inexpensive,
since they amount to calculating and extracting single entries from normalised
multi-dimensional histograms.

4 Main Results

In order to show the performance and some internal details of the proposed
algorithm two exemplary source images were chosen. Both images are coloured,
given in the RGB colour space and used without further preprocessing, thus the
segmentation is based on three feature channels, namely the red, green and blue
colour channel. The method proposed in this paper is not constrained to these
specific features or to exactly three features, since other features, e.g. texture,
might be utilised as well. The usage of other features was deliberately omitted
to show the capability of the algorithm even in the elementary and commonly
used RGB colour space.

The first image shows a zebra standing in its natural environment, the steppe.
The image consits of the black and white and shades of grey of the zebra, which
constitutes the object to segment and the green and beige colouring of the sur-
rounding steppe. Zebra images are common test images for texture based seg-
mentation algorithms. Here we show that even without a description of texture
the segmentation task can be successfully accomplished. Figure 1 shows the
image overlaid by the initial and final level-set contours of the segmentation
process. On the left, the initial level-set contour, a circle centred in the middle
of the image and featuring a radius of one fourth of the smallest image dimen-
sion, is displayed. This initial level-set contour is commonly used to express the
expectation of an object, e.g. gained by a preprocessing stage previous to the
segmentation framework that focuses on salient points, like in autonomous mo-
bile robotics. Figure 1, right, displays the final level-set contour that is obtained

3 Assuming for simplicity same bin spacing for all feature dimensions j.
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Fig. 1. Initial (left) and final (right) level-set contour of the zebra test image. The
segmentation result was achieved after 37 iterations with the multi-dimensional,

histogram-based RGB region-descriptor and without any further specific feature chan-
nel (e.g. texture).

after 37 iterations of (2). The evolution of the level-set function is stopped ac-
cording to the development of the value of the energy-functional (1). Figure 2
displays the progress of the values of the energy-functional over iterations. For
convenience, the values are normalised to the interval [0, 1]. After 29 iterations,
the energy has converged to its minimum. The algorithm needs eight consec-
utive iterations to detect the convergence and stop the segmentation process.
Figure 3 displays the region descriptors for the inside and outside regions of
the final level-set contour, p1 (f) and pa(f), respectively. In the case of using the
RGB colour space as the only features, the region descriptors equal the colour
distribution of the object and its surrounding. In Fig. 3, left, the distribution
of the colours belonging to the zebra, which is mainly composed of black and
white and shades of grey, can be observed as the colours are grouped along the
diagonal from black to white. The colour distribution of the outside, that mainly
consists of a green and beige colouring, can be noticed in Fig. 3, right, where
the colours stay in the “greenish” corner of the colour space.

The second image is used in [1] to compare different state-of-the-art image
segmentation methods. It was chosen to show the competitive results of the
approach proposed in this paper. Figure 4 displays the final level-set contour
of the segmentation process, as described in the preceding paragraph. With the
ground-truth data provided in [1] and the error measurement introduced by [1]
we achieve an error rate of 1.28% of misclassified pixels w.r.t. the number of
initially unclassified pixels. This errore rate is comparable to the average error
rate of the best performing state-of-the-art image segmentation method, which
is specified by 1.36% in [1].

In Fig. 5 we show segmentation results of additional exemplary test images
from the database provided in [1]. The segmentation results show an error rate
of 1.63%, 0.72% and 1.43% misclassified pixels.
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Fig. 2. Progress of the (normalised) energy over iterations. The energy converges after
29 iterations. The algorithm requires eight consecutive iterations to detect the conver-
gence and stop the segmentation process.
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Fig. 3. Distribution (multi-dimensional colour histograms) inside (left) and outside
(right) of the final level-set contour of the zebra test image, shown in the three-
dimensional feature space spanned by the three colours red, green and blue. Larger and
smaller blobs indicate larger and smaller histogram values, respectively. Only colours
with a contribution greater than 1% are displayed.



Fig. 4. Final contour of the llama test image from [1] achieved with the segmentation
method proposed in this paper. The segmentation result shows an error rate of 1.28%
misclassified pixels based on the error measurement and ground-truth data provided
in [1].

Fig. 5. Final contour of exemplary test images from the database provided in [1]. The
segmentation results show an error rate of 1.63%, 0.72% and 1.43% misclassified pixels
based on the error measurement and ground-truth data provided in [1] (from left to
right). A preliminary evaluation of the proposed method with all 50 benchmark images
(without special tuning to the database) resulted in an average error rate of 2.25%.

5 Conclusion

We have presented an approach for multi-dimensional histogram-based image
segmentation that is embedded in a level-set framework for two-region segmen-
tation. Contrary to standard level-set methods for image segmentation we as-
sumed that the features on which the segmentation is based on are part of a
single feature space. In contrast to recent state-of-the-art image segmentation
methods, we did not model the feature distributions based on Gaussian Mix-
ture Models, but applied multi-dimensional histogram-based feature models and



showed that the proposed approach yields competitive results. Furthermore no
specific features (e.g. texture) were needed to achieve the presented results.

A number of state-of-the-art image segmentation methods provide an alpha

mask as segmentation result, that assigns each pixel in a probabilistic manner
to the inside and outside region, respectively. In a level-set framework, an alpha
mask is not explicitly incorporated but can be easily extraceted as a by-product

by evaluating the p;(x) of (5) as a(x) = pa2(x)/ (p1(z) + p2(z)).
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