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On-line Data-Driven Fault Detection for Robotic Systems

Raphael Golombek, Sebastian Wrede, Marc Hanheide, and Martin Heckmann

Abstract—In this paper we demonstrate the on-line applica-
bility of the fault detection and diagnosis approach which we
developed earlier [1]. In previous work we showed that a purely
data driven fault detection approach can be successfully built
upon inter-component communication data of a robotic system
and used for a-posteriori fault detection. Here we propose an
extension to this approach which is capable of on-line learning
of the fault model as well as of on-line fault detection. We
evaluate the application of our approach in the context of
a RoboCup task executed by our service robot BIRON in
corporation with an expert user.

I. INTRODUCTION

Todays autonomous robotic systems are capable of per-
forming a multitude of socially relevant tasks in barely un-
constrained scenarios and close interaction with humans [2],
[3], [4]. This increased performance leads to an enormous
intrinsic complexity which is reflected in a vast number of
sensors, actuators, dedicated processes (e.g., object detector,
speech recognizer, etc.), behaviors and interaction patterns.
This development leads inevitably to a higher probability
of faults in the system. Today, one of the most critical
issues when developing robotic systems for close human-
robot interaction, is to guarantee safe robot behavior at any
time of operation.

A traditional way to improve dependability and reliability
is to enhance the quality, reliability and robustness of indi-
vidual hardware/software components and use redundancy to
cope with faults. Yet, this concept does not guarantee a fault-
free system performance when used for autonomous robotic
systems. In fact, state of the art robotic systems demand for
monitoring and fault diagnosis in order to react upon faults
and thus meet safety requirements.

In previous work we proposed a data-driven fault di-
agnosis method which learns a model of normal behavior
from temporal correlations in data communicated between
components of a robotic system and uses the model to detect
faulty situations [1]. This approach is based on the hypothesis
that the communication and interaction between components
contains structured information which can be exploited for
fault detection. Compared with state of the art fault detection
and diagnosis systems e.g. model-based techniques [5] our
approach do not require to model normal and abnormal state
beforehand thus freeing the developer from the burden of
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foreseeing each possible exceptional situation in order to
be able to diagnose the system. Furthermore, our approach
abstracts from system specific characteristics before training
a fault model and is therefore applicable to a wide range of
systems. We demonstrated the application of our approach
on BIRON our human robot interaction system depicted
in figure 1. We conducted experiments in the context of
the RoboCup task Follow Me and demonstrated the fault
detection performance of our approach for faults originating
from external sources such as the environment itself or
system failures such as resource starvation.

Fig. 1. BIRON performing at the Robocup@Home competition 2010.

However, the approach proposed in our previous work
was exploited for off-line fault detection. Consequently, in
this paper we propose an extension to this approach which
enables the detection of faults in an on-line manner.

Our contribution is organized as follows: Section II re-
views related work on models and algorithms suitable for
fault detection and diagnosis. Section III introduces our fault
detection approach with a particular focus on the necessary
extensions for on-line fault detection as well as for fault iden-
tification. Following up, Section IV describes experiments
we conducted on BIRON while the robot performs a task
defined in the RoboCup@Home competition, and discusses
the results of the experiments. The evaluation is carried out
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based on various faults covering situations we experience
frequently when working with the robot. Finally, Section V
summarizes our contribution and provides an outlook on
further challenges.

II. RELATED WORK

Faults are bound to occur in a complex system involving
software, hardware and interaction with the environment.
Thus the capability to detect, diagnose and recover from
faults, is essential for a robot that requires dependable long-
term behaviour.

Existing work on on-line fault detection and diagnosis
(FDD) can be divided into two main approaches: data-driven
and model-based. Model-based approaches follow either an
analytical or knowledge-based method, they model each state
beforehand and use this model to estimate the current system
state (i.e., normal or a specific fault). Analytical approaches
are used in the design of control systems where the models
are constructed based on fundamental assumptions [6]. They
are precise and mostly targeted at problems fairly close to
the hardware. However, designing such a model is time-
intensive which makes these techniques less interesting for
fault detection in complex cognitive systems. Attempts to
combine these technique with data-driven diagnosis and thus
improve design capabilities have been made in [7]. In the
knowledge-based domain qualitative models of the system
are used to detect and diagnose faults. One of the most suc-
cessful approaches for fault identification and recovery has
been consistency-based diagnosis [8]. This work has lead the
development of several model-based diagnosis systems, e.g.
Livingstone [9], [5], Hyde [10], and Lydia [11]. A drawback
of Livingstone, a widely deployed diagnosis engine [12],
[13], [14], is that it does not support numeric representations
of variables. A mean to overcome the limitation is to enhance
the approach with particle filtering [15] which is a powerful
technique for detecting faults in hybrid systems and has been
already used for fault detection in Mars rovers and waiter
robots [16]. Model-based approaches are powerful tools to
detect and identify faults in the modelled system. However,
they rely on expert knowledge to design the model (i.e.,
normal state boundaries and faulty configurations) and do not
explicitly address unknown fault detection. In [17] model-
based reasoning is used to detect faults in robot control
software. Here, well understood reasoning techniques are
used to build a precise model of the system, identify, and
track faults with high accuracy. This approach also suffers
from a time-intensive modelling phase.

In the data-driven approach machine learning methods are
used to reduce the dimensionality of vast amounts of log data
generated by an appropriately instrumented system. Meth-
ods like Fischer discriminant analysis and canonical variate
analysis have been used in several industrial scenarios [18]
and proved to work on problems with relatively low number
of discrete states with different dynamics. For systems with
larger numbers of discrete states there exist classification
based approaches [19] that assume that it is possible to
cluster the feature space in order to separate classes. Here,

a pre-computed model is used which makes the detection
phase very fast. Nearest Neighbour based approaches [20]
assign data to a particular state of the system (normal or
fault) based on a distance measure. Both techniques suffer
from uncertainty and noise in the training data. Therefore
stochastic approaches based on different techniques like
principal component analysis or partial least squares have
been developed [18]. Further approaches based on Markov
Chains [21] and Hidden Markov Models [22] have been
proposed that capture structural information between data
points ordered in time. Probabilistic approaches rest upon
the concept that the system states can be represented with
the help of probability distributions and the current system
state can be determined by calculating the highest probability
for a data point currently obtained from the system. Besides
the inferred decision they provide a scoring of the states
which can be interpreted as the confidence of the decision.
Fault diagnosis with data-driven approaches depends on the
availability of training data in order to build models for
normal states and faults.

Our recently developed fault detection and diagnosis ap-
proach belongs to the domain of probabilistic data-driven
techniques. In contrast to aforementioned techniques we do
not explicitly assume the Markov Property in the time-series
of data points gathered as training-data from the system
in question. This makes the approach more flexible when
monitoring a complex system which consist of several latent
processing chains. In the subsequent chapter we introduce
our approach as proposed in [1]. Additionally, we explain
necessary extensions in order to enable on-line application.

I1I. PROBABILISTIC FAULT DETECTION AND
DIAGNOSIS MODEL

Our fault detection model is based on the following hy-
pothesis: We consider a robotic system as a set of functional
components communicating with each other to fulfil a given
task thereby generating temporal communication patterns.
These pattern contain structured information which differ
depending on the current state of the system (e.g., normal
or faulty behaviour).

We exploit this hypothesis and train a probabilistic model
from the communication patterns representing normal be-
haviour of the system. While the robot is in field the model is
populated with recorded communication time-series to deter-
mine whether the system is currently operating according the
behaviour defined by the developer. The contribution of the
present work in relation to the approach previously presented
in [1] is the application of the approach in an on-line modus.

In the remainder of this section we explain i) how to build
the fault detection model from a time-series recorded during
normal behaviour, ii) how to asses whether a time-series
belongs to this model and iii) how to perform fault detection
in an on-line modus.

A. Building a Probabilistic Model

a) Encode Data: The components of a complex system
generate data from various domain spaces (e.g., numeric,
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symbolic). Thus, a record of component communication data
in such a system is a time-series of heterogeneous data points
gathered from different sources (i.e., components). In order
to be able to apply our approach to varying system configura-
tions and to different robotic systems in general we first need
to build an abstract representation of this heterogeneous data
time-series. Therefore, we define a transformation function
f which operates on single data elements of the time-series
as:

f(d]) ZDj —E&:=e €))

where d; denotes an element of the sequence with the
specific domain space D; and £ denotes the common domain
space. We call £ the event space and the representation e of
the data entity d; in £ an event.

b) Training The Probabilistic Model: Let Fypqin be
an encoded time-series of component communication data
recorded during a specific system behaviour (e.g., normal
system behaviour). Let Ug = Set(E},.qin) be the unique set
of all events in Eyq;,. For each tuple (e;,e;) € Ug x Ug
a distribution P; ;) := P(t|e;, e;) is derived from Eiqin.
P jy describes the probability that the event e; occurs at
time stamp ¢; and that the event e; follows this event with a
delay of ¢, respectively occurring at time stamp ¢; = t; +¢.
Additionally, we constrain e; to be the last seen occurrence of
this type of event as we want to model temporal correlations
only between the current event and the last occurrence of
a given event. Each time it discovers the event e; in the
sequence it calculates the timespan between the point in
time t; at which e; has been seen last and the time stamp
t(e := e;) of the just discovered event e; and updates P; ;.
For P; ; we use Kernel Density Estimators [23] parametrized
with a Gaussian Kernel K(u) = %6_%“2. Based on all
distributions F; ;, the model is defined as

M ={P,;|(ei,e;) € Up x Ug}
i.e., the set of probabilities for all tuples in Ug x Ug.

B. On-line Fitness Estimate

While the system is in field we monitor the communication
between the components to asses the fitness of the system.
This corresponds to calculating a fitness value for an event
type e; encoded from a communicated data d; as explained
earlier. We call the fitness value of e; the score and denote it
with s;. Calculating s; for an event e; which occurred at the
time stamp ¢ comprises querying M to get all probabilities
pi,; = Pi j(At;) and fusing them to a single score s;. This
again requires that the timestamps of the last occurrences of
each event e; are tracked to calculate the corresponding time
spans At;. The score value s; is defined as:

S5j= ) Wi Pije )
e; € E

Where E denotes the set of events tracked over time. The
weight w; ; is defined as:

3)

Wiy =1-

h;,; denotes the entropy of the distribution P; ; and H; =
e, hij is the sum of all entropy values of the distributions
P; ; which have to be considered when calculating the score
of the event e¢;. The reason to weight each F;; with its
entropy value h;; is that it provides valuable information
about the correlation of the two corresponding events at
low computational costs. A high entropy value indicates
high uncertainty in the distribution and consequently low
correlation.

C. On-line Fault Detection

After on-line calculating the score value s; for e; based
on the model M we decide whether the current system state
during which e; has been emitted is equal to the system state
represented by the learned model M (i.e., whether the system
behaves normal or not). This is done by a binary classifier:

True :s; < s*
False : else

abnormal(e;) = { “)
If s; of e; is higher then the threshold, then e; (and hence
the current system state) is declared as normal. Otherwise
abnormality is assumed. The threshold s* is calculated based
on the following formula:

SU(IT'
. 5)

where a+b = 1. The idea behind this formula is that besides
a constant threshold value sj; for the score, that has to
be reached in order to classify the system as healthy, we
assume that the variance S,,, of consecutive scores S =
(1, - »8jn—1,8;) is lower for events belonging to the
normal model M than for events which do not belong to M.
If the variance of the history values is lower, we reduce the
threshold value s* which then can be then exceeded easier.
Otherwise the s* increases which makes it harder to surpass
it. To realize this we add additional parameters s},,., k =
|Svar| and @ + b = 1 to the classifier to incorporate the
variance of a history of scores S into the threshold s*. The
weights a and b are used to balance the impact of the constant
fraction of the threshold and the variance based one.

Next, we describe our evaluation. First, we explain the
experimental set-up before discussing the results.

* * *
§ _a'sval—i_b'sval'

IV. EVALUATION
A. EXPERIMENTS

We conduct the experiments on BIRON [2] our human
robot interaction platform. We evaluate the on-line capabili-
ties in the context of the RoboCup task Follow Me executed
by an expert in our laboratory. During this task the human
partner uses commands to advice the robot to follow him,
to stop, and either turn left or right. In return the robot is
allowed to ask questions (e.g. do you want me to follow
you?) if it is unsure which action to perform.

Each evaluation run consists of three phases, all executed
on-line. In the first phase data from three minutes of in-
teraction are recorded and used to train the fault detection
model. Next, an additional time-series of 30 second length is
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recorded and used to optimize the parameter of the statistical
classifier. Finally, we monitor the system during normal
interaction and induce the to be detected fault. First, we
record 30 seconds of normal interaction. Afterwards, we
induce the fault at a random point in time. By this means
we always record a fixed time period of normal behaviour
of the system which we use to calculate the false alarm rate.
We monitor the system after inducing and detecting the fault
for 30 seconds. In case that our fault detector does not report
anything within 30 seconds after inducing the fault we stop
the experiment. In this case we declare the detection-run as
failed.

To analyse the performance of our fault detection approach
we measure i) the system’s fault detection rate (FDR), ii) the
tracking rate after fault detection (FTR), iii) the false alarm
rate (FAR), iv) the seriousness of the false alarm i.e., the
percentage of individual data false alarms in relation to all
events recorded during normal behaviour(SFAR) and v) the
delay between inducing the fault and it’s reporting by the
detector. Figure 2 visualizes the different measures along an
exemplary time-series of scores for a recorded data.

First we induce a disturbance of the the navigation com-
ponent (NAV) which disables the robot’s mobility. Next,
we disturb the self localization and mapping component
(SLAM) leading to errors in components relying on global
planning. Furthermore, we introduce a malfunction in the
speech recognition sub-system (SR) which widely influences
the human robot interaction. Finally, we simulate a resource
starvation (RS) fault caused by a component which greedily
occupies system resources having unforeseen impact on the
system as a whole.

B. RESULTS

So far we performed and evaluated 10 runs for each
aforementioned fault. To increase the significance of these
results we are continuously adding more runs and introduce
novel fault patterns. Table I shows a summary of the afore-

FDR FTR FAR | SFAR | DELAY

NAV 100% | 100% | 25% | 1.0% | 2.1 Sec.

SLAM | 80% 67% 25% | 2.0% | 8.2 Sec.

SR 100% | 100% | 30% | 4.0% | 5.5 Sec.

RS 80% 66% 30% | 1.0% 1.7 Sec.
TABLE 1

EXPERIMENT RESULTS FOR TEN RUNS OF EACH INDUCED FAULT.

mentioned measures calculated for the performed runs. Our
approach could successfully detect 90% of all induced faults
and track about 84% of the detect faults until the end of the
experiment. The mean response time to fault (delay) is 4.4
seconds. Table I states that the algorithm performs poorly
concerning the False Alarm Rate (FAR) which is approxi-
mately 28%. Taking into account that the approach should be
integrated into a closed loop of fault detection diagnosis and
repair high false alarm rates lead to unnecessarily executed
repair routines which might reduce the overall performance
of the system. Having a look at the seriousness value of

the false alarms (SFAR) one can see that only about %2
of all data during normal behaviour is classified as faulty
and lead to this high false alarm rate. Unfortunately, due
to the individual data fault detection approach each data
from this 2% leads to a false alarm. While this technique is
sensitive to real faults and provides good response times to
failures, it makes the approach vulnerable to false positives,
especially for on-line fault detection where the recorded
date intrinsically possesses a higher variance. To reduce the
impact of the classification of single events we add another
decision layer upon the present one thereby improving the
false positive rate. First experiments with a moving average
(MA) approach support this intuition. We applied a moving
average with a window of approximately one second of
recorded data to the individual data binary classification
result (fault=1, no fault=0). By this means we obtained a
smoothed representation of this classification results with
values between 0.0 and 1.0 representing the percentage of
events in the moving average range classified as faulty. Next
we classified each event with a smoothed value higher than
0.6 as faulty which corresponds to the case that more than
60% of the events around this particular event has been
classified as faulty in the individual data classification layer.
This post-processing reduces the false alarm rate from 28%
to 7,5% while at the same time slightly increasing the
response time to fault. Table II summarizes the outcomes.

FDR FTR FAR | SFAR | DELAY
NAV 100% | 100% | 0% 0.0% | 2.1 Sec.
SLAM | 70% 97% 0% 0.0% 19.0 Sec.
SR 100% | 71% 20% | 1.0% | 6.8 Sec.
RS 70% 67% 10% | 0.2% | 8.4 Sec.
TABLE I

EXPERIMENT RESULTS FOR TEN RUNS OF EACH INDUCED FAULT AFTER
APPLYING A MOVING AVERAGE OF 1 SECOND TO THE INDIVIDUAL DATA
CLASSIFICATION.

V. CONCLUSION AND OUTLOOK

In this paper we presented the on-line application of our
fault detection approach for robotic systems. It is purely
data-driven and exploits generic information extracted from
the system’s inter-component communication. The conducted
experiments demonstrated that our approach is capable of
detecting and tracking various induced faults on-line with
high probability and acceptable delay. Initially, the algorithm
suffers form false positives but introducing another decision-
layer based on a moving average reduces the false positive
rate.

Next steps will involve additional experiments to increase
the significance of the results and evaluation of novel fault
patterns. Furthermore, we will extend the detection model
with sub-models representing different states of the system.
This will involve different states of normal behaviour as well
as states for already experienced faults. By this means we

Preprint submitted to 2011 IEEE/RSJ International Conference
on Intelligent Robots and Systems. Received March 28, 2011.



CONFIDENTIAL. Limited circulation. For review only.

11—
[Normal System Behavior | [ Faulty System Behavior
\ i [ [ Aidd
0o
08— fault induced\* ‘ , /fault detected (FDR)
| 1
| 1
0.7[— *
* * ¥ * * ¥ . P * ok KL B : :
* * * *
06— * ¥ | 1
* * | 1
| 1
05— | * I
Fault == False Alarm : !
04— Ratio between faults and total event number (SFAR) | : * fault tracking (FTR)
I I
— | 1 *
03 | <— —> *
| 1 *
ool i delay ) * *
I 1
o1 | :
| 1
0 | | \ | L L | \ | \
o 100 200 300 400 500 600 700 500 500 1000
Fig. 2. Visualization of measures along an exemplary time-series. Each event classified as faulty during normal behaviour leads to a False Alarm. The

seriousness of the false alarm is the ratio between fault classifications and all events during normal behaviour. The time between inducing and detecting
the fault is the detection delay of the algorithm. Fault tracking takes place after the fault was induced.

will on the one hand improve the fault detection and on the
other hand enable fault diagnosis for experienced faults.
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