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Abstract— In both numerical and stochastic optimization 

methods, surrogate models are often employed in lieu of 

the expensive high-fidelity models to enhance search 

efficiency. In gradient-based numerical methods, the 

trustworthiness of the surrogate models in predicting the 

fitness improvement is often addressed using ad hoc 

move limits or a trust region framework (TRF). Inspired 

by the success of TRF in line search, here we present a 

Trusted Evolutionary Algorithm (TEA) which is a 

surrogate-assisted evolutionary algorithm that exhibits 

the concept of surrogate model trustworthiness in its 

search. Empirical study on benchmark functions reveals 

that TEA converges to near-optimum solutions more 

efficiently than the canonical evolutionary algorithm. 

 

I. INTRODUCTION 

ver the last decades, Evolutionary Algorithms (EAs) 

have gained significant interest in diverse areas, 

including various complex real-world applications, such as 

aerodynamic airfoil design [1], rotor blade design [2], 

scheduling [3], art design [4], and flexible space structure 

design [5]. Their success and popularity lie in their ease of 

implementation and the ability to locate close to the global 

optimum designs even on problems with discontinuous 

surfaces. As a stochastic multi-point search strategy, EA 

often engages enormous fitness function evaluations before 

converging to near optimum solutions. In many complex 

systems, each fitness evaluation may require the simulation 

of the high-fidelity analysis codes, such as Finite Element 

Analysis (FEA), Computational Fluid Dynamics (CFD), etc., 

that can varies from minutes to hours of supercomputing 

time. Hence, the use of EAs often becomes computationally 

prohibitive for this class of problems. To enhance the 

computational efficiency of standard EAs, it is now 

becoming standard practice to employ computationally 

cheap surrogate models in place of original fitness function 

which is computationally expensive. A variety of techniques 

for the constructions of surrogate model, often also referred 

to as surrogate model, meta-models or approximation 
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models, have been used in engineering design optimization. 

Among these techniques, Polynomial Regression (PR, also 

known as response surface method) [6-8], Artificial Neural 

Network (ANN), Radial Basis Function (RBF) [9-10], and 

Gaussian Process (GP) (also referred to as Kriging or Design 

and Analysis of Computer Experiments (DACE) models) 

[11-13] are the most prominent and commonly used 

techniques.  

Over the recent years, there has been increasing interests 

on the development of new EA frameworks that employ a 

diverse of surrogate models for solving computationally 

expensive problems under a limited computational budget. 

Hence, there are now various ways to integrate surrogate 

models into an evolutionary search. In [11], Ratle proposed a 

strategy for integrating GA with kriging approximation 

model and uses a heuristic convergence criterion to decide 

when the model should be updated. El-Beltagy et. al. [14] 

extends the work by considering the issue of balancing the 

concerns of optimization with those of Design of 

Experiments (DOE). Jin et. al. proposed the coupling of ES 

with neural network models in [15]. The concept of 

“generation control” and “individual control” in the 

evolutionary search was introduced. Further, some empirical 

criteria for switching between the exact fitness function and 

approximate models throughout the EA search are provided. 

Other strategies using GP and the idea of pre-selecting 

portions of the EA population that undergoes exact fitness 

evaluations were also considered in [16] and [17]. A recent 

survey paper that outlines some of the fitness approximation 

models and data sampling techniques typically used in 

evolutionary computation can also be found in [18].  

In gradient-based methods, such as conjugate-gradient, 

quadratic programming, and steepest descent methods, the 

trustworthiness of the surrogate models in predicting fitness 

improvement or controlling approximation errors is typically 

addressed using ad hoc move limits or a trust region 

framework. The classical trust region framework (TRF) was 

proposed for managing quadratic Taylor series model in line 

search [19] and subsequently extended for generalized 

approximation models [20]. The success of the TRF lies in 

its ability to predict fitness improvement in the optimization 

by adaptively controlling the move limits and further 

guarantees global convergence under mild assumptions on 

the accuracy of the surrogate model. In contrast, since EAs 

make use of probabilistic recombination operators, 

controlling the step size of design changes (to control the 

accuracy of approximate fitness predictions) is not as 

straightforward as in gradient-based optimization algorithms.  
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To date, there have been some notable works on 

integrating trust region theory into EA. In [21], Ong et. al. 

propose a surrogate assisted memetic algorithm for solving 

optimization problems with computationally expensive 

fitness function and general constraints, on a limited 

computational budget. The essential backbone of the 

framework is an evolutionary algorithm coupled with a trust 

region managed feasible sequential quadratic programming 

solver in the spirit of Lamarckian learning. The TRF is used 

for interleaving use of exact models for the objective and 

constraint functions with computationally cheap surrogate 

models during local search. Extensions to enhance search 

efficiency and approximation accuracy using gradient 

information and multi-level surrogates were also considered 

in [22] and [13] recently. Inspired by the success of trust 

region theory in line search and memetic algorithm, we 

present a Trusted Evolutionary Algorithm (TEA) for solving 

optimization problems with computationally expensive 

fitness functions in this paper. A trusted surrogate-assisted 

evolutionary algorithm or TEA in short is proposed and 

investigated. In particular, TEA is designed to maintain good 

trustworthiness of the surrogate models in predicting fitness 

improvement or controlling approximation errors throughout 

the evolutionary search.  

The remaining of this paper is organized as follows. 

Section 2 provides a brief discussion on the classical trust 

region framework for regulating a surrogate-assisted 

numerical method. In section 3, we present the Trusted 

Evolutionary Algorithm (TEA) proposed for solving 

optimization problems with computationally expensive 

fitness functions. Section 4 presents our empirical study on 

two highly multi-modal benchmark functions for both low 

and high dimensions. Numerical comparisons to the 

canonical EA and TRF are also reported in the same section. 

Finally, Section 5 concludes this paper.  

II. TRUST REGION THEORY IN NUMERICAL OPTIMIZATION 

In this section, we present an overview on the trust 

region theory [23] for numerical optimization. Without loss 

of generality, we consider the general bound constrained 

nonlinear programming problem of the form: 

 

         Minimize : )(xf
�

 

                    Subject to : ul xxx
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≤≤                     

 

(1) 

 

where )(xf
�

is a scalar-valued objective function, nx ℜ∈
�

is 

the vector of design variables, while lx
�

 and ux
�

are vectors 

of lower and upper bounds for the design variables.  

The classical trust region approach starts from a random 

initial guess to build a quadratic model using Taylor series 

approximation given by:  
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where )(
k

bxf  represents the original fitness value of the 

initial guess, 
k

bx  . d
�

 is any arbitrary step from 
k

bx .  kg  

represents the approximated gradient )(
k

bxf∇  while kH is 

the approximated second derivative of the exact fitness 

function. The trust region approach then proceeds with a line 

search in the region bounded by k∆
�

 in equation (3) to locate 

the locally optimum point 
k
optx
�

 by solving: 
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In every iteration, k, the exact value of the fitness 

function, ( )k
optxf
�

, is used to compute the figure of merit, kρ : 
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kρ  provides a ratio of the exact to predicted change in the 

fitness value at the k
th
 iteration. Using kρ , the trust radius, 

k∆ , is then updated in the following manner: 
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Typical configurations for c1, c2, r1, r2 are defined as 0.25, 

1.0, 0.25, and 0.75, respectively. Further, c3 is set to 2 if 

||
k
b

k
opt xx

��

−  || ∞  =
k∆  or unity when ||

k
b

k
opt xx

��

−  ||∞  <
k∆ . The 

reader is referred to [19] and [20] for the details on how 

these values are obtained heuristically.  

In summary, the decision to contract or expand the trust 

radius depends on the ability of approximation model in 

predicting fitness improvements. If excellent search 

improvement is attained within the current search region, it 

makes sense for one to be more adventurous by expanding 

the trust radius. On the other hand, when search 

improvement is only moderate, the same trust radius is 

maintained. Otherwise, the region in which the model is 

considered to be trustworthy is reduced since it is well-

defined that approximation accuracy improves at region 

closer to bx
�

 for a quadratic model. The search then proceeds 

to start from the optimized solution, 1+k
bx
�

, or restarts from 

the previous solution 
k

bx
�

 depending on kρ  as follows: 

 
k
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k
b xx

��

=+1 , if 0>kρ  
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In the engineering literatures, there exist a variety of 

techniques for constructing approximation models that 

produce more accurate prediction than quadratic model 

particularly on problems with complex surfaces [24-25]. To 

accommodate the plethora of modeling techniques, 

Alexandrov et al. extended the classical trust region theory 

for general approximation model in [20]. It was also shown 

in [20] that the global convergence of the trust-region 

framework is ensured when the zero-order and first-order 

consistency conditions are imposed at the initial guess, i.e., 

)()(ˆ
k

b

k

b xfxf =  and ˆ ( ) ( )
k k
b bf x f x∇ = ∇
� �

. The generalized 

trust region framework (TRF) is outlined in Figure 1.  

 

 
Fig. 1. Trust Region Framework for generalized approximation models. 

III. TRUSTED EVOLUTIONARY ALGORITHM 

In this section, we propose a trust-region inspired 

evolutionary search for solving optimization problems 

having computationally expensive fitness functions, which 

we label as the Trusted Evolutionary Algorithm (TEA).  

Here, we would like to highlight the conceptual 

difference between TEA and other surrogate-assisted EA 

(SAEA). It is worth noting that existing SAEA focuses 

generally on approximation quality of the surrogate model 

used in the evolutionary search. Due to the curse of 

dimensionality, global models are increasingly difficult to 

construct for problems with large number of variables. As a 

result, many recent SAEA frameworks [21][26] have opted 

for local over global models to enhance approximation 

quality. In contrast, we are more interested in predicting 

search improvement in the context of optimization as 

opposed to the quality of the approximation, which is a 

regarded as a secondary objective.  

The pseudo code of the proposed TEA is outlined in 

Figure 2. For the sake of readability, we present the 

algorithm in two main phases, i.e., the initialization and 

search phases.  

 

 
 

Fig. 2. The Trusted Evolutionary Algorithm 

 

TEA begins its search using the canonical EA, i.e. EA 

with only exact function evaluations. During the canonical 

EA search, the exact fitness values obtained are archived in a 

central database together with the design vectors. After some 

initial search generations specified by the user, the algorithm 

proceeds by initializing the trust radius n∆∆∆=∆ ...,,2,1

�

. 

Here, the trust radius for dimension j is initialized as 

( )minmax
,min djbjbjdjj xxxx −−=∆ , where 

max
djx and 

min
djx  are 

Begin TEA 

Initialization Phase: 

• Perform canonical EA for some initial generations until a 

database of sufficient design vectors/fitness values are 

archived for surrogate modeling. 

• Choose m nearest points to current best point, bx
�

. 

• Determine initial trust radius, n∆∆∆=∆ ...,,2,1

�

  

( )max minmin ,j bj bj djdj
x x x x∆ = − − , j=1,2,…,n.  n denotes 

the dimensionality, dx
�

 represents points in the central 

database. 

 

Search Phase: 

• While (search termination conditions not met) 

o Create approximation model using m nearest points to 

bx
�

from the database. 

o Create offspring X= { }λxxx
���

,...,2,1  from parent bx
�

 using 

evolutionary operator, i.e. mutation. 

o Find the optimal solution 
opt

x
�

 for t search iterations 

using the approximation model, by solving the sub-

problem: 

       Minimize: ( )xf̂  

            Subject to: ∆+≤≤∆−
�
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�

�

bb xxx  

o Evaluate 
opt

x
�

 using exact fitness function and archive it 

in the central database together with the design vector. 

o Determine the figure of merit, ρ . 
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• End while 

End TEA 

Begin TRF 

• Set initial guess of best point, 
0
bx
�

. 

• Set k=0 

• While termination condition is not met: 

o Build a local approximation model around 
0
bx
�

. 

o Find the optimal solution in the approximation model, 

by solving the sub-problem: 

Minimize: 





 + dxf

k

b

�
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o Compute the figure of merit, 
kρ : 
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o Update 
1+k

bx
�

 and 1+∆k
�

  according to 
kρ . 

o k=k+1. 

• End while 

End TRF 
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the maximum/minimum bounds of the m nearest points in the 

database to the current best point, bx
�

. This makes good 

sense since the region in which the m points lie is regarded 

as the most trustworthy region where the search begins. 

To provide a clear illustration on the search mechanisms 

of TEA, we use the Ackley benchmark function which is 

defined by: 
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Figures 3(a)-(d) demonstrate the search process of TEA 

on the 2D Ackley function. The EA 1 search begins from the 

best solution provided by the canonical ES, 
1

bx
�

, which is 

labeled in Figure 3(a) as point A. After t iterations, the EA  

using the surrogate model for fitness evaluations converges 

to new solution 
1

optx
�

 or point B in Figure 3(a).  We consider 

the event of ( ) ( )11 ˆˆ
bopt xfxf
��

≤  for a minimization sub-

problem and ( ) ( )11

bopt xfxf
��

≤ , i.e., surrogate is guiding the 

EA  search in the correct direction leading to good search 

improvement, see Figure 3(a). Consider also that ρ>0.75, the 

trust radius 2∆
�

 for the next iteration remains unchanged 

since 
1

optx
�

 or point B falls within the boundary of the trusted 

region, i.e. ||
11

bopt xx
��

−  ||∞  <
1∆
�

.  Starting from the newly 

found point B or 
2

bx
�

, the EA  search converges to point C or 

2

optx
�

, see Figure 3(b). However, since ( ) ( )22

bopt xfxf
��

>  

and ρ<0, trust radius ∆
�

 is thus reduced as the present 

surrogate displays low trustworthiness for the current search 

bound. Consequently, the search restarts from point B within 

the reduced ∆
�

 as depicted in Figure 3(c). In the condensed 

region, EA  converges subsequently to the new point D in 

Figure 3(d). Since the boundary of the trusted region is 

reached, i.e. ||
22

bopt xx
��

− ||∞  =
2∆
�

 and considering that ρ>0.75, 

which suggests high trustworthiness in the surrogate to 

produce search improvements, ∆
�

 is thus expanded in the 

next search iteration, i.e., 23 ∆>∆
��

. Thereafter, the search 

continues from point D and the process repeats until the 

termination conditions of the TEA are reached. 

 

 

 
1 EA  refers to an EA that employs surrogate models for providing the 

fitness values on the population. 

 
 

 

(a)  Starting from initial guess 
1

bx
�

or point A, the EA  search converges 

to
1

optx
�

or point B where ( ) ( )11

bopt xfxf
��

< . By assuming that ρ>0.75, 

∆
�

 is kept unchanged in the next iteration in the event that ||
11

bopt xx
��

−  ||∞  

<
1∆
�

. 

 

 

 

 

 

 
 

(b) Starting from initial guess 
2

bx
�

 or B, the EA  search converges to 

2

optx
�

 or point C. Since ( ) ( )22

bopt xfxf
��

> , ρ <0 and hence ∆
�

 is 

reduced in the next iteration. 
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(c) Starting from initial guess 
2

bx
�

 or point B, the EA  search converges to 

2

optx
�

 or point D and ( ) ( )22

bopt xfxf
��

> . By assuming ρ>0.75, ∆
�

 is 

increased in the next iteration. 

 

 

(d) The EA  search starts from initial guess 
3

bx
�

or point D with the 

increased trust radius. 

 
Fig. 3. Search pattern of TEA on the 2D Ackley function. 

IV.  EMPIRICAL STUDY 

In this section, we perform a numerical investigation of 

TEA and compare it to the canonical ES and original trust 

region line search framework. In particular, two multi-modal 

benchmark problems commonly used in the global 

optimization literature are adopted. The Ackley function is 

defined previously in equation (7) while the Griewank 

function is defined here as: 
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Here, the variable search bounds are set to [-10,10] and 

[-600,600] for the Ackley and Griewank functions, 

respectively.  The global minimum for both functions is 

( ) 0.0=xf
�

 and located at 0.0=ix for { }ni ,...,2,1∈ where n 

is the dimensionality of the function.  

In our experimental study, the initialization phase is 

conducted until a collection of 2m design points in the 

central database is reached. m is the number of training 

points used in the construction of the surrogates. Further, we 

consider radial basis neural network surrogates, which can 

approximate multiple-input multiple-output data efficiently, 

particularly when a few hundred data points are used for 

training. Let  ( ){ }m,...,,i,xf,x ii 21=
��

 denotes the training 

dataset, consists of m data pairs, where ix
�

 is the input vector 

and )( ixf
�

is the corresponding output. Since, we are 

concerned with deterministic computer models, interpolating 

RBF approximation model of the following form is used. 
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where ( ) ℜ→ℜ− d
i :xxK
��

 is a radial basis kernel and 

{ }m,, ...,αααα 21=  denotes the weight vector. Typical choices 

for the kernel include linear splines, thin-plate splines, cubic 

splines, Gaussian and multiquadric functions [24]. Here we 

consider the use of cubic splines for constructing surrogate 

models since earlier studies [27] suggests that both cubic and 

thin plate splines kernels are capable of providing models 

with good generalization capability at a low computational 

cost on high dimensional problems.  

A. Comparison to Canonical ES 

The average performance of the (1,10)-TEA and 

canonical (1,10)-ES from 10 independent runs for solving 

the benchmark test functions are summarized in Table 1 for 

dimensionalities n=5, 10, 15, and 20. These results are 

obtained based on the configurations of m=200, t=40, and 

for a maximum computational budget of 1000 exact function 

evaluations. Note that t is denoted here as the number of EA  

search iterations before the figure of merit, ρ , is measured to 

evaluate the trustworthiness of the trust radius and 

approximation model in generating fitness improvement (see 

Figure 2).  The result reported in table 1 clearly indicates 

that TEA outperforms the canonical ES on both multi-modal 

benchmark problems for various dimensions under limited 

computational budget. 
 

 

TABLE I 

AVERAGE BEST FITNESS VALUES OBTAINED AT THE END OF 1000 EXACT 

FUNCTION EVALUATIONS FOR ACKLEY  

AND GRIEWANK FUNCTIONS FOR TEA AND ES 

 

Function 

 

Dimensionality 

(n) 

TEA ES 

Ackley 5 0.0741 0.7453 

 10 0.0945 1.9391 

 15 0.8342 2.7053 

 20 1.3703 3.8035 

  x  D 

  x D 

    B x 
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Griewank 5 0.0360 0.2165 

 10 0.0751 0.2993 

 15 0.0805 1.0443 

 20 0.1686 1.2255 

 

Further, we also study the effect of the additional 

parameters, i.e. m and t, on the performance of TEA.  With t 

fixed at 40, we consider first the effect of training sample 

size. The averaged fitness values of (1,10)-ES and (1,10)-

TEAs for m=100 and m=200 are summarized in Figure 4(a) 

and 4(b). From these figures, TEA is observed to fare poorer 

than the canonical ES on the 15D and 20D Ackley function 

when insufficient training points are employed, i.e. for 

m=100, resulting in inaccurate approximation models and 

poor search improvements. Note that the effect is more 

obvious on the higher dimensional problems, due to the 

effect of ‘curse of dimensionality’. In contrast, TEA always 

outperforms the canonical ES in all parameter configurations 

considered on the Griewank function. In this case, the less 

accurate approximation for m=100 appears to generalize or 

smooth the multi-modality surface of the Griewank function 

pretty successfully, leading to excellent search performance 

in TEA. 
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Fig. 4. Best fitness values obtained at the end of 1000 exact fitness 

evaluations for TEA m=100, 200, and canonical ES on: (a) Ackley, (b) 

Griewank benchmark functions. 

In the same manner, we fixed m at 200 to identify some 

suitable values for t. The averaged fitness values of (1,10)-

ES and (1,10)-TEAs for t=10, 20, 40, and m=200 are 

reported in Figure 5(a) and 5(b) when searching on the 

benchmark functions. From these results, TEA is shown to 

provide the best quality solution when t=40 and m=200 on 

both benchmark problems of diverse dimensionalities.  
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Fig. 5. Best fitness values obtained at the end of 1000 exact fitness 

evaluations for TEA t=10, 20, 40, and canonical ES on: (a) Ackley, (b) 

Griewank benchmark functions. 

 

B. Comparison to Original Trust Region Line Search 

Framework 

In this subsection, we evaluate the performance of the 

TEA against the original trust region framework for line 

search (TRF). For this purpose, we configure TEA for 

m=200, t=40, and computational budget of 1000 fitness 

evaluations. For fair comparison, TRF is configured to begin 

its search with a randomly generated database of 400 

evaluated points, m=200 and maximum of (1000-400)=600 

search iterations. Hence, the total computational budget is 

for both algorithms are 1000 fitness evaluations.   

In the TRF, the gradient-based local solver is based on the 

Feasible Sequential Quadratic Programming (FSQP) [28] 
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that employs cubic RBF models. The average search 

performance of (1,10)-TEA and TRF across 10 independent 

runs for solving two 20-dimensional benchmark problems 

are summarized in Table 2. It is shown from the results 

tabulated that TEA outperforms TRF significantly on the 

20D Ackley function while slightly poorer on the 20D 

Griewank function, even when no form of gradient 

information have been used in the former. Further, the results 

in Table 2 also suggest that TRF is vulnerable to getting 

stuck at some local minima on the Ackley function, i.e., 5/10 

independent runs in TRF, compared to only 1/10 in TEA, 

(see the italic values in Table 2). 

 
TABLE 2 

BEST FITNESS VALUES OBTAINED AT THE END OF 1000 EXACT FUNCTION 

EVALUATIONS FOR ACKLEY  

AND GRIEWANK FUNCTIONS FOR TEA AND TRF 

 

Trial Ackley 

20D 

TEA 

Ackley 

20D 

TRF 

Griewank 

20D TEA 

Griewank 

20D TRF 

1 0.4172 2.9125 0.0321 0.0005 

2 1.4827 3.1694 0.0401 0.0014 

3 0.8310 8.5273 0.0235 0.2761 

4 2.1603 4.2022 0.1281 0.0012 

5 0.7056 2.6362 0.2766 8.37x10-5 

6 0.7352 9.0514 0.1692 6.61 x10-5 

7 0.6281 2.6354 0.1562 0.0006 

8 4.6948 3.9832 0.0255 0.2845 

9 1.3253 3.4658 0.0025 0.5358 

10 0.7224 2.4438 0.8316 0.1170 

Mean (µ) 

 

1.3703 4.3027 0.1686 0.1217 

Standard 

deviation (σ) 

1.2127 

 

2.3117 0.2360 

 

0.1760 

 

 

V. CONCLUSION 

In this paper, a trust-region inspired evolutionary search 

or the Trusted Evolutionary Algorithm (TEA) is presented. 

In contrast to earlier work, the focus of TEA is on predicting 

search improvement in the context of optimization as 

opposed to the quality of the approximation, which is a 

treated here as a secondary objective. Empirical study 

conducted using two benchmark functions shows that the 

proposed TEA converges to better solution than 

conventional evolutionary search under a limited 

computational budget. In addition, it is worth noting that the 

present work has considered only the use of zero order 

approximation models. In our future work, novel TEA that 

employs more sophisticated models, for example, first and 

second order models, will be considered. 
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