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Abstract

Advances in miniaturization have led to the use of microchannels as heat sinks in industry. Studies have established that the thermal
performance of a microchannel depends on its geometric parameters and flow conditions. This paper describes two approaches for deter-
mining the optimal geometric parameters of the microchannels in micro heat exchangers. One approach combines CFD analysis with an
analytical method of calculating the optimal geometric parameters of micro heat exchangers. The second approach involves the usage of
multi-objective genetic algorithms in combination with CFD.
� 2005 Published by Elsevier Ltd.
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C1. Introduction

The trend toward miniaturization and the advances in
microfabrication have led to the application of microchan-
nels for thermal management in areas such as medicine,
consumer electronics, avionics, metrology, robotics, pro-
cess industry, telecommunication and automotive indus-
tries to mention just a few. Since the work of Tuckerman
and Pease [1], microchannels have received considerable
attention particularly in the areas of experimental [2–10],
analytical [11–19] and numerical [10,20–23] studies. These
studies revealed deviations in the heat transfer and fluid
flow characteristics in microscale devices from those of
conventionally-sized (or macro-scale) devices. The flow
and heat transfer characteristics of fluids flowing in micro-
channels could not be adequately predicted by the theories
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and correlations developed for conventionally-sized chan-
nels. The studies [15,16] further showed that the perfor-
mance of a microchannel heat exchanger depends very
much on the aspect ratio (AR) of the channels. Bau [24]
conducted optimization studies to minimize temperature
gradient and overall thermal resistance in microchannels
and concluded that reduction in overall thermal resistance
could be achieved by varying the cross-sectional dimen-
sions of a microchannel.

In spite of the widespread use of micro heat exchangers
(lHEXs) in the process and automotive industries, there is
limited published literature on attempts at designing them
for optimal performance.

The objective of this paper is to present two methods for
determining the optimal design parameters of the micro-
channels in lHEXs that maximize the heat transfer rate
(or heat flux) subject to specified design constraints. The
first is a simple approach that combines CFD with the ana-
lytical solution of a simplified transport equation for
momentum and heat transfer. This approach optimizes
the dimensions of a microchannel with predetermined
geometry. The second approach, a more sophisticated
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Nomenclature

b length scale as defined in Eq. (5)
cp specific heat capacity at constant pressure
dh hydraulic diameter
g acceleration due to gravity
h heat transfer coefficient, specific enthalpy (in Eq.

(3))
H height of microchannels
k thermal conductivity
l length of channel
Nu Nusselt number
ui velocity component in tensor notation
p pressure
DP (DPh, DPc) pressure drop (hot, cold gas channel)
s thickness of material separating channels

(Table 2)
T temperature

xi general coordinate direction
w width of channel
Q heat transfer

Greek symbols

a ratio in Eq. (7)
b bulk viscosity
dij Kronecker delta function
l dynamic viscosity
q density
sij stress tensor

Subscripts

c channel
f fluid
s solid
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method, not only determines the optimal dimensions of a
heat exchanger but also determines the optimum shape
based on imposed operating conditions. This approach in-
creases the degree of freedom of the geometrical variations
by combining CFD analyzes with multi-objective evolu-
tionary algorithms (MOEAs).

2. Mathematical model

The problem under consideration is the forced convec-
tion through lHEX. A schematic model of the lHEX is
shown in Fig. 1. It consists of rectangular channels with
hot and cold fluid flowing through alternate channels.
The dimensions of the heat exchanger core are shown in
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Fig. 1. A schematic model of the micro heat exchanger. The micro heat
exchanger consists of three parts, i.e., a hot gas channel, a cold gas channel
and a separator. The heat energy in the hot gas channel will be transferred
to the cold gas channel via the separator.
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Pthe figure. The method described here applies to both co-
and counter-flow configurations.

For the studies reported in this paper, the hydraulic
diameter of microchannels considered was between
100 lm and 1000 lm. The Knudsen number for all the
flows considered was less than 0.001, a necessary condition
for continuum flow. Therefore, the conservation equations
based on continuum flow apply. The governing equations
that describe the steady state momentum and heat are gi-
ven in tensor notations below.

Continuity and momentum

o

oxi
ðqviÞ ¼ 0; quj

oui
oxj

¼ � op
oxi

þ qgi þ
osij
oxj

; where

sij ¼ l
oui
oxj

þ ouj
oxi

� �
þ b � 2

3
l

� �
ouk
oxk

dij. ð1Þ

Energy

quj
oh
oxi

¼ ui
op
oxi

þ / þ o

oxi
k
oT
oxi

� �
; where / ¼ sij

oui
oxj

.

ð2Þ
In steady state the conservation equations are written in the
general form

o

oxi
qui/ð Þ ¼ o

oxi
C
o/
oxi

� �
þ S; ð3Þ

where / represents a general dependent variable such as
velocity or temperature, C is a diffusion coefficient and S

is a source term. The partial differential equations repre-
sented in general by Eq. (3) were discretized over spatial
coordinates by means of the control volume technique
[25]. To predict the thermal performance of the lHEX
the resulting finite difference equations were solved in
three-dimensions using an iterative, segregated solution
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method wherein the equation sets for each dependent var-
iable were solved sequentially till a preset convergence cri-
terion was satisfied. The SIMPLEC solution algorithm [26]
was used to treat the pressure–velocity coupling of the flow
field. To ensure faster convergence of the equations, an
Algebraic Multigrid solver [27] was used for each of the
resulting algebraic finite difference equations. The set of
equations were solved using a commercial CFD software,
CFD-ACE+ [28] that incorporates the aforementioned
equation solver and solution strategy. In solving the trans-
port equations, the Dirichlet boundary conditions were set
for the mass flow rate and temperature of the fluids at the
inlet boundaries, while the Naumann boundary conditions
were specified for the temperature and velocity components
at the outlet boundaries of the computational domains.
Adiabatic boundary conditions were imposed on the walls
and the continuity of the temperature and heat flux was
used as the conjugate boundary conditions to couple the
energy equations for the solid and fluid phases. The no-slip
boundary condition was imposed on the velocity compo-
nents at the wall. Finally, the ideal-gas law was used to cal-
culate the thermodynamics properties of the gases used in
the study. Since geometric periodicity exists in the cases
studied exists the computational domain is simplified as
shown marked in Fig. 1.

In performing the simulation the computational domain
was populated with structured (hexahedral) cells. For each
study, a grid-independent solution was achieved and the
number of cells depended on the aspect ratio that was
investigated. Typically, a grid-independent solution was
achieved for the lower aspect ratio cases with about
43,500 cells. With a convergence criterion set at 0.0001,
convergence was attained at an average time of 1440
CPU seconds.

3. Optimization

3.1. Analytical approach combined with CFD

The optimal geometric parameters of the channels of a
lHEX are determined using a combination of CFD and
the analytical approach of Samalam [12]. Samalam reduced
the analysis of the microchannel flow problem to a quasi
two-dimensional differential equation and presented exact
solutions to analytically determine the optimal dimensions
of microchannels under given constraints. Based on the gi-
ven constraints such as pumping power and space limita-
tion the variables to be optimized are the channel width,
aspect ratio and channel spacing. The optimal aspect ratio
of the lHEX channels, subject to the constraints imposed,
was determined using CFD. As would be explained later,
based on the problem specification, the optimal geometric
parameters of a microchannel are either directly obtained
based on the determined optimal aspect ratio or these are
calculated by combining the optimal aspect ratio with the
relationships derived by Samalam.
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The first step towards the optimization was to determine
the performance characteristics of the lHEX by numeri-
cally solving the conservation equations. The two design
scenarios considered were: (1) the allowable volume of
the heat exchanger was fixed based on design constraints;
(2) no limit was placed on the volume of the lHEX core.
However, the dimensions of the microchannels were within
the limits defined for a lHEX. For both cases, Inconel with
a thickness of 0.1 mm was the material of the lHEX; nitro-
gen was used as the hot fluid and carbon dioxide as the
coolant.

3.1.1. Determination of the optimal aspect ratio for

constant volume of microchannels
This situation applies to cases where the volume of the

lHEX is fixed by design considerations. In the study pre-
sented in this paper, each microchannel of the heat exchan-
ger was assigned a volume of 50 mm3. Assuming a fixed
length of 40 mm for all channels, this resulted in a constant
cross-sectional area of 1.25 mm2 for each microchannel.
For the analysis, the aspect ratio, AR, of a channel, was de-
fined as the ratio of height of channel to its width, i.e.,

AR ¼ H
wc

. ð4Þ

Numerical simulations were performed by varying the
aspect ratio of the microchannels in the range 1.25 6

AR 6 86.8 whilst maintaining a constant cross-sectional
area, in this case, of 1.25 mm2. For a constant cross-sec-
tional area of channel, the aspect ratio was varied by vary-
ing both the width wc, and height H, of the channels. For
the simulation, 10�5 kg/s per channel of N2 at 1.358 bar
and 750 �C and 10�5 kg/s per channel of CO2 at
1.338 bar and 220 �C in counter-flow were the working
fluids.

Fig. 2 shows the variation of heat flux, heat transfer rate
and pressure drop in each channel with the aspect ratio,
AR. It is clear from the figure that as the aspect ratio of
the microchannel increases there is a rapid decrease in
the heat flux coupled to a rapid increase in the pressure
drop. Since the heat flux, and for that matter the heat
transfer coefficient, and pressure loss have opposing trends
there must be a balance between the two in choosing an
optimal aspect ratio. The optimal aspect ratio lies in the
optimal region which is the region between the intersection
of the tangents at the points of maximum and minimum
curvature on the heat transfer rate and heat flux curves.
This region, marked by the ellipse shown in Fig. 2, corre-
sponds to the projection of the points A and B onto the ab-
scissa, i.e., A 0 and B 0. To the left of that region, even
though the heat flux is high and pressure loss is low in
the lHEX, by its very design (see Fig. 1), the heat transfer
rate is low. On the other hand, the portion of the graph to
the right of the optimal region shows a very gradual in-
crease in heat transfer with a correspondingly high pressure
loss. It stands to reason that not much would be gained in
designing the heat exchanger to operate in that zone (to the
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Fig. 2. Variation of pressure loss, heat transfer rate and heat flux with channel aspect ratio (constant volume).
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right of the optimum region). It follows from the above dis-
cussion that for a given material and volume of lHEX, the
optimal dimensions of the channels could be obtained
based on the choice of optimal aspect ratio which must
lie within A 0B 0.

Below are examples of the microchannel dimensions
based on aspect ratios within the marked optimum region
are shown:

(1) Optimal height = 3.38 mm, optimal width = 0.37 mm,
AR = 9.1,

(2) Optimal height = 4.03 mm, optimal width = 0.31 mm,
AR = 13.0,

(3) Optimal height = 4.46 mm, optimal width = 0.28 mm,
AR = 15.9,

(4) Optimal height = 5.00 mm, optimal width = 0.25 mm,
AR = 20.0.

3.1.2. Variable volume of microchannels

In this study, the volume of the lHEX varied but was
kept within limits that define a lHEX (i.e., 1 lm 6

dh 6 1000 lm). The flow rate of fluid (hot and cold) was
kept constant for the different volume of lHEXs analyzed.
Similar to Section 3.1.1 the length of the microchannels
was fixed leaving the cross-sectional area as the variable.
For the sake of simplicity the aspect ratio was varied by
changing the height of microchannels but keeping the
width constant at 0.25 mm. CFD simulations were per-
formed by varying the aspect ratio of the microchannels
in the range 5 6 AR 6 100. For the analysis, 1.12 ·
10�5 kg/s per channel of N2 at 1 bar and 750 �C and
6.0 · 10�6 kg/s per channel of CO2 at 1 bar and 220 �C in
counter-flow were used as working fluids.
E
DFig. 3 shows the variation of heat flux, heat transfer rate

and pressure drop in each channel with the aspect ratio,
AR. As the aspect ratio of the microchannel increases there
is a corresponding increase in the heat transfer rate up to a
maximum value after which the heat transfer rate de-
creases. For constant mass flow rate of fluid, a higher as-
pect ratio leads to lower fluid velocity. In addition, the
hydraulic diameter of the channel increases with aspect ra-
tio. The increase in hydraulic diameter with aspect ratio
combined with the attendant decrease in fluid velocity leads
to lower pressure drop in the channels as is shown in the
figure.

For the geometry under consideration (Fig. 1), increas-
ing the channel aspect ratio increases the heat transfer area
and consequently the transfer of heat. On the other hand,
the increase in aspect ratio reduces the fluid velocity (and
consequently the Reynolds number of the flow) thus lead-
ing to a lower heat transfer coefficient. Thus, there are
two competing factors contributing to the transfer of heat.
A point is reached when the gain in heat transfer with
increasing aspect ratio is offset by the loss caused by the de-
crease in convective heat transfer coefficient as a result of
the lower velocity and hence the Reynolds number. This ef-
fect is reflected in the curve of the heat transfer rate, Fig. 3.

The broken line in Fig. 3 marks the (optimal) aspect ra-
tio corresponding to the maximum heat transfer rate. The
portion of the figure to the left of the maximum is charac-
terized by high heat flux as well as high pressure loss. On
the other hand, the portion to the right of the optimal as-
pect ratio shows a very gradual decrease in heat transfer
whereas the aspect ratio and hence the volume of lHEX in-
creases. Thus, operating in the region to the right of the
maximum point would tremendously reduce the energy
density of a lHEX.
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Table 1
Optimization steps

ARopt 6 10 ARopt > 10

Determine Nu based on
fluid properties

Determine Nu based on
fluid properties

Fix allowable pressure loss DP Fix allowable pressure loss DP
Decide on length of channels,
l based on space limitation

Decide on length of channels,
l based on space limitation

Calculate b from Eq. (5) Calculate b from Eq. (5)
From Eq. (5), wc = b Calculate a form Eq. (7)
From Eq. (4), H = wcARopt From Eqs. (4) and (7),

wc ¼ 21=8b
a1=8AR1:4

opt

From Eq. (5), ws

¼ wcARopt

ffiffiffiffiffiffiffi
kfNu
6ks

q From Eq. (4), H = wcARopt

Check the validity
condition (Eq. (6))

From Eq. (7), ws ¼ wc

2

Check the validity condition
(Eq. (8))
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It must be emphasized that the graphs shown in Figs. 2
and 3 are case-specific and the designer of a lHEX must
first obtain the characteristic curves for the type of heat ex-
changer under consideration. Based on the characteristics
and the design constraints an optimal AR and, subse-
quently, the optimal dimensions could be obtained.

3.1.3. Optimal dimensions

This section deals with the approach used in calculating
the optimal geometric parameters of the channels of a
lHEX when the volume of the lHEX is not fixed by design
considerations (Section 3.1.2). Associated with any known
optimal aspect ratio, ARopt, is an infinite number of pairs
of channel height and width.

In calculating the optimal dimensions of the microchan-
nel based on the chosen AR the analytical approach of
Samalam [12] was used. Though derived for microchannels
designed for cooling electronic chips, a thorough investiga-
tion of the analysis revealed that the approach could be ap-
plied to the type of lHEXs discussed here.

According to Samalam, for low aspect ratios, AR 6 10,
the optimal dimensions of a microchannel are given by

wc ¼ b; and ws ¼ H

ffiffiffiffiffiffiffiffiffiffi
kfNu
6ks

s
; where b4 ¼ 12lkfNul

2

qcpDP
.

ð5Þ
The above is valid for

H
b
� p2 ks

6kfNu

� �1=2

. ð6Þ

For high aspect ratios, AR > 10

ws ¼
wc

2
; and wc ¼

21=6b4=3

a1=6H 1=3
; where a ¼ kfNu

ks

. ð7Þ
E
D

Eq. (7) are valid for

H
b
� p3=4

ð2aÞ1=4
. ð8Þ

The steps followed for calculating the optimal geometric
parameters are discussed in Table 1. Since optimal geomet-
ric parameters are dependent on the thermophysical prop-
erties of fluids, it is obvious that a lHEX exchanger
operating with two different fluids or even with the same
fluid at different temperatures will have different optimal
dimensions for the channels transporting both fluids.

For the purpose of illustration the optimal geometrical
parameters of a lHEX based on the operating conditions
provided in this subsection are calculated. In Fig. 3, the
optimal aspect ratio, ARopt, corresponding to the maxi-
mum heat transfer rate is 28. The task of determining the
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Table 2
Comparison between optimized and non-optimized lHEXs

H

(mm)
w

(mm)
s

(mm)
AR Q

(W)
DPcold

(Pa)
DPhot

(Pa)

Optimized
HEX

11.76 0.42 0.21 28 3.59 446 1333

HEX1 5.88 0.21 0.105 28 0.790 1503.0 5132
HEX2 7.84 0.28 0.140 28 0.747 425.0 1565
HEX3 12.88 0.46 0.231 28 0.752 57.55 210
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optimal dimensions from the infinite set of all possible
pairs, (H,wc), is accomplished by using Eq. (7) (for
ARopt > 10). Using average values based on inlet and out-
let temperatures for the fluid properties appearing in Eqs.
(5)–(8), the dimensions of the hot and cold side channels
were calculated as follows:

Hot side: H ¼ 14:80 mm; w ¼ 0:53 mm; s ¼ 0:26 mm;

Cold side: H ¼ 11:76 mm; w ¼ 0:42 mm; s ¼ 0:21 mm.

For the geometry under consideration it would not be fea-
sible from a design point to have different dimensions for
the hot- and cold-side microchannels. Further numerical
simulations revealed that better results were achieved when
the cold-side dimensions were used for all channels.

The performance of three lHEXs having the same as-
pect ratio was compared with a lHEX optimized according
to the procedure described in this section. In Table 2 the
dimensions, heat transfer rate and pressure loss in all four
lHEXs are provided. A close examination of the results
puts the performance of the optimized lHEX above the
pack.

3.2. Optimization with multiple criteria

In lHEXs there are several usually competing properties
that must be taken into account, e.g., the minimization of
the pressure drop and the maximization of the heat flux.
In the second approach, we will, therefore, treat the design
of lHEX as a multi-objective optimization problem. Here,
the target is a set of solutions called the Pareto front of a
multi-objective optimization (MOO) problem. The defini-
tion of the Pareto front will be provided in Section 3.2.1.
To tackle MOO problems, we will use evolutionary algo-
rithms. Besides the known strength of evolutionary compu-
tation, like robustness and the possibility to escape local
optima, the population based approach of evolutionary
methods is particularly suitable for MOO problems be-
cause the target is to identify a set of solutions instead of
one optimal solution.

3.2.1. Evolutionary multi-objective optimization

In this section, we will shortly introduce the main prin-
ciples of evolutionary algorithms and outline the multi-
objective optimization method [29,30].

Evolutionary algorithms (EAs) are direct pseudo-sto-
chastic search methods which mimic the principles of
Neo-Darwinian evolution. A population of possible solu-
tions (e.g., a vector2 of continuous parameters, the objec-
tive variables, describing a lHEX geometry) is adapted
to solve a given problem (e.g., minimization of pressure
drop) over several generations. The adaptation occurs by
varying these solutions in the population and by selecting
the best solutions for the next generation. The variations
412
413
414

2 Note, that this vector is also called chromosome in imitation of
evolutionary biology.
E
D
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Fcan be classified as purely stochastic (usually called muta-
tion) and combinatoric/stochastic (usually called recombi-
nation or in the context of genetic algorithms crossover).
Schematically the evolution cycle is shown in Fig. 4(a), for-
mally, an evolutionary algorithm can be described by
Fig. 4(b).

In multi-objective optimization, several competing
objectives exist. As discussed in Section 3.1, this is the case
for lHEX optimization. There are different ways to deal
with MOO problems. One can aggregate (mostly linearly)
all objectives and render the problem single objective.
The drawback of this approach is that the choice of the
weights is usually arbitrary. Alternatively, one can deter-
mine all solutions for which no solutions exist which are
better in all objectives. These solutions are called non-dom-
inated and the set of all non-dominated solutions is referred
to as the Pareto front, see Fig. 5.

The second approach leaves maximum freedom to the
designer since objectives are not weighted prior to the opti-
mization but instead the most appropriate solution is cho-
sen from the Pareto front. However, it is also the
computationally most demanding approach considered in
this work. Since EAs inherently operate on a set of solu-
tions, the so-called population, they are particularly suitable
to find and represent the Pareto front.

In this paper, we will apply the NSGA-II [31,32] to iden-
tify the Pareto front, which is widely recognized as one of
the most powerful MOO algorithms. The Pareto front for
the NSGA-II is represented in the final population.

The NSGA-II (a fast and elitist non-dominated sorting
genetic algorithm) proposed by Deb et al. [31,32] is a
multi-objective extension of the standard genetic algorithm
with binary/gray coding. In the context of NSGA-II, a
floating point representation can also be used. Whether a
binary/gray coding is more or less suitable than a floating
point representation is especially for multi-objective opti-
mization difficult to decide and certainly depends on the
problem. Some preliminary research indicates that the best
choice would be a hybrid representation, so that a switch-
ing mechanism is able to choose the current optimal repre-
sentation dependent on the search space, see [33].

In our approach, the real parameter values are binary
encoded and the standard crossover and mutation method
are used for the variation of solutions. The selection meth-
od is based on two measures which are specific to MOO.
The above introduced principle of non-domination is used
as well as a measure that aims at maintaining diversity and
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Fig. 4. Flow of evolutionary computation. First, a population is generated randomly and evaluated. This becomes the parent population, from which
offspring are generated using recombination (crossover) and mutation. From the evaluated offspring population, promising individuals are selected to
become the next parent population. This iteration is repeated until a certain termination condition is met. (a) Evolution cycle, (b) formal description of
evolutionary algorithms.
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‘‘spread’’ of the solutions that are to represent the Pareto
front. Details of the algorithm can be found in [31,32].

3.2.2. Optimization environment

3.2.2.1. Design parameters. The goal is to find the optimal
shape of the separator that simultaneously maximizes heat
transfer and minimizes pressure drop in the micro heat ex-
changer. To simplify this problem, the height H and the
length l in Fig. 1 are fixed. In addition, the cross-sectional
area of the flow passages are also kept constant. The shape
of the separator is represented by two Non-Uniform Ra-

tional B-splines (NURBS) [34]. The B-spline representation
consists of a number of control points, which define the
control polygon of the shape, a number of knot points
and a number of weights. We keep the knot points and
the weights3 constant and only vary the control points.
In this work, we use 10 control points. We specify one
end wall of the separator with the spline and define the sec-
ond wall using the constant thickness of the separator.4
3 The weights are set to one.
4 To keep the cross-sectional area of the flow passages constant, their

width are modified according to the shape of the separators.

Fig. 5. Pareto front and Pareto solution set. Here, two objectives to be
minimized are assumed. The bold curve is the Pareto front that is the
solution of multi-objective optimization.
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3.2.2.2. Objective functions. The objectives of the optimiza-
tion are to maximize the heat transfer and to minimize the
pressure drop in the hot gas channel and in the cold gas
channel [35,36]. To render both problems minimization
problems, we multiply the heat transfer by �1. Therefore,
we get the following two objectives:

f1ð~xÞ ¼ �Q; f 2ð~xÞ ¼ DP h þ DP c; ð9Þ
where Q is the heat transfer and DPh and DPc are the pres-
sure drops in the hot gas channel and in the cold gas chan-
nel, respectively.

3.2.2.3. Calculation constraints and mesh generation. The
hot gas consists of a mixture of methane, hydrogen, steam,
carbon monoxide, carbon dioxide and nitrogen; the cold
gas is a mixture of methane, steam, oxygen and nitrogen.
U
N

C
O

R
R

E
C

T

Fig. 6. Final result by NSGA-II (after one-month calculation). In the upper
design of lHEX. The gray (red in the web version) line (AB,CD) shows the est
together with their values for heat transfer rate (HTR), pressure drops DPh, D
O
F

The heat transfer with the surroundings is assumed adia-
batic. In this problem the exchange of heat between alter-
nate channels is across the separator.

The inlet conditions for the gases are as follows:

Flow rate (g/s) = 3.06 (for hot gas and cold gas),
Inlet temperature (�C) = 750, 220 (for hot gas, cold gas),
Inlet pressure (kPa gauge) = 34.5, 36.5 (for hot gas, cold
gas),
Allowable pressure drop (kPa) = 1.0 (for hot gas and
cold gas).

For the optimization the CFD-ACE+ program had to
be interfaced with the multi-objective evolutionary algo-
rithms. The details of this interface are explained in [35,36].
E
D

P
R

O

figure, all evaluated individuals are shown. One point corresponds to one
imated Pareto curve. Four representative shapes A, B, C and D are shown
Pc and the heat flux.
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The auto-mesh generator for a structural grid from
CFD-ACE+ was used in the optimization. In order to han-
dle poorly generated meshes or errors in the spline repre-
sentation (e.g., loops), individuals for which the flow
solver was unable to satisfy a preset convergence criterion
were removed from the population.

3.2.3. Results of NSGA-II

The parameters in NSGA-II are set as follows:

0 Number of individuals = 100,
1 Number of bits per one floating value = 20,
2 Range of floating value in Y-direction = [�0.25H, 0.25H]

(accuracy = 0.5H · 2�20 	 0.5H · 10�6),
4 Range of floating value in Z-direction = [0,H]

(accuracy = H · 2�20 	 H · 10�6),
6 Maximum generations = 500,
7 Crossover/rate = One point crossover/0.9,
8 Mutation/rate = Bit flip/0.05.

The result of the optimization study is shown in Fig. 6 with
each point representing a solution. The figure shows all
evaluated solutions and the estimated Pareto curve as red
(gray) lines. The shapes of three representative solutions
(together with their values for heat transfer rate (HTR),
pressure drops DPh, DPc and heat flux) on the Pareto front
and one solution far away from the Pareto front are shown.
The results clearly reveal the conflict between the two
objectives, the heat transfer and the pressure drop. Any
geometrical change that increases the heat transfer rate
and for that matter the heat flux leads to an increase in
the pressure drop and vice versa. Thus, it is evident that
multi-objective optimization techniques are necessary for
the optimization of the lHEX. We also observe that the
Pareto front consists of two parts, i.e., the lines AB and
BC. One would expect that the shapes of the lHEX on
both parts are different, however they are not. The reason
for the bend in the Pareto front at point B remains unclear
and will be the subject of further studies.

All shapes on the Pareto front are (at least topologically,
e.g., with regard to their periodicity5) strikingly similar.
Theoretically, the spline with 10 control points can repre-
sent curves with higher periodicity than the ones obtained.
A natural question is why all geometries that are visited by
the optimization algorithm have relatively similar shape
and low periodicity. Although the data obtained from
our experiments is not sufficient to give a definite answer
to this question, we can offer two hypotheses: (1) although
theoretically possible, the practical realization of shapes
with higher periodicity by splines with 10 control points
is difficult and requires correlated changes of the control
558

559
560
561
562
563

5 We use the term periodicity in a rather intuitive way. Mathematically,
a function w(t) is periodic, if w(t) = w(t + T) with the period T = m�1 and
frequency m. Higher periodicity here implies higher frequency. However, in
our intuitive use of periodicity, we describe end walls which are similar to
e.g., a sine or a saw-tooth pattern with long or short period.
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points which are difficult to achieve for stochastic optimi-
zation methods like evolutionary algorithms; (2) the ratio
of the number of geometries with good performance to
all geometries becomes smaller with increasing periodicity,
i.e., even though higher periodicity might lead to better
solutions, they are harder to find. There is some evidence
for both suggestions. In particular, the first one seems intu-
itively correct, although for a robust optimization tech-
nique it should still be possible to realize splines with
higher periodicity. The fact that in Fig. 6, a poorly per-
forming solution (D) has a shape with higher periodicity
might point in the direction of the second hypothesis. Some
first results with a different representation have been ob-
tained in [35]. A combination of both representations
might allow to answer the question on the influence of
the representation on the optimization result more
comprehensively.

4. Conclusion

It has been demonstrated in this paper that the perfor-
mance of micro heat exchangers depends on the operating
conditions and aspect ratio of the microchannels that make
up the flow passages. Using the simpler approach we were
able to optimize the dimensions of a rectangular micro-
channel. The optimized dimensions presented in Section
3.1.3 lead to higher heat flux and heat transfer rates.

With the more advanced approach, we discussed the
problem of the optimal shape of micro heat exchangers
in the context of multi-objective evolutionary optimization.
Here we introduced two objectives, the heat transfer and
the sum of pressure drops. We applied NSGA-II (Non-
dominated Sorting Genetic Algorithm) to identify the Par-
eto front that is the trade-off curve between the two objec-
tives for this problem. Starting with a rectangular shape,
our optimization tool was able to generate different geom-
etries. The optimum geometry obtained with this method
yielded heat fluxes greater than those obtained with the less
advanced approach.

There are several conclusions which can be drawn from
our studies:

• The performance of micro heat exchangers with respect
to the measures that we analyzed in this paper clearly
depends on their geometry.

• There is a trade-off between minimal pressure drop and
maximal heat transfer. This trade-off is made visible by
the Pareto curves that we obtained in our optimization
experiments.

• The dependence of the performance on the geometry is
non-trivial, i.e., simply increasing the periodicity does
not necessarily lead to better solutions.

Results that have been published previously in the liter-
ature gave higher heat flux values than those obtained in
this paper. Higher heat flux and heat rate values could be
easily obtained by changing the operating conditions and
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the type of fluid. However, the target of this paper is to
analyze the intrinsic interaction between performance and
design or shape of micro heat exchangers on the back-
ground of different optimization techniques. Pareto curves
of the optimization exhibit some interesting dependencies.
It will be the target of future work to confirm these depen-
dencies by real experiments and to get a more in-depth
understanding of the relation between the periodicity of
the geometry and the performance of the micro heat ex-
changer both with respect to minimal pressure drop and
maximal heat transfer.
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