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Abstract—To approximate the Pareto front, most existing multiobjective evolutionary algorithms store the non-dominated solutions found so far in the population or in an external archive during the search. Such algorithms often require a high degree of diversity of the stored solutions and only a limited number of solutions can be achieved. By contrast, model-based algorithms can alleviate the requirement on solution diversity and in principle, as many solutions as needed can be generated. This paper proposes a new model-based method for representing and searching non-dominated solutions. The main idea is to construct Gaussian process based inverse models that map all found non-dominated solutions from the objective space to the decision space. These inverse models are then used to create offspring by sampling the objective space. To facilitate inverse modeling, the multivariate inverse function is decomposed into a group of univariate functions, where the number of inverse models is reduced using a random grouping technique. Extensive empirical simulations demonstrate that the proposed algorithm exhibits robust search performance on a variety of medium to high dimensional multiobjective optimization test problems. Additional non-dominated solutions are generated a posteriori using the constructed models to increase the density of solutions in the preferred regions at a low computational cost.

Index Terms—Multiobjective optimization, estimation of distribution algorithms, inverse modeling, random grouping, Gaussian processes

I. INTRODUCTION

MOST real-world optimization problems involve multiple optimization criteria (objectives), which often conflict with each other. Such optimization problems are known as multiobjective optimization problems (MOPs), which can be formulated as follows:

\[
\begin{align*}
\min & \quad \tilde{f}(\tilde{x}) = (f_1(\tilde{x}), f_2(\tilde{x}), \ldots, f_m(\tilde{x})) \\
\text{s.t.} & \quad \tilde{x} \in X, \quad \tilde{f} \in Y
\end{align*}
\]

(1)

where \(X \subset \mathbb{R}^n\) is the decision space and \(\tilde{x} = (x_1, x_2, \ldots, x_n) \in X\) is the decision vector, \(Y \subset \mathbb{R}^m\) is the objective space and \(\tilde{f} \in Y\) is the objective vector, which is composed of \(m\) objective functions \(f_1(\tilde{x}), f_2(\tilde{x}), \ldots, f_m(\tilde{x})\) that map \(\tilde{x}\) from \(X\) to \(Y\).

Due to the conflicts between the objectives, i.e., improvement of one objective results in deterioration of another, no single solution is able to optimize all objectives at the same time. As a consequence, there exist a set of optimal solutions that trade off between different objectives. In multiobjective optimization (MOO), a solution \(\tilde{x}_1\) is said to dominate another solution \(\tilde{x}_2\) (denoted as \(\tilde{x}_1 \succ \tilde{x}_2\)) if

\[
\begin{align*}
\forall i & \in 1, 2, \ldots, m: f_i(\tilde{x}_1) \leq f_i(\tilde{x}_2) \\
\exists j & \in 1, 2, \ldots, m: f_j(\tilde{x}_1) < f_j(\tilde{x}_2).
\end{align*}
\]

(2)

If a solution \(\tilde{x}\) cannot be dominated by any other feasible solutions, \(\tilde{x}\) is said to be Pareto optimal and the union of all \(\tilde{x}\) is called Pareto set (PS), while the union of \(\{f(\tilde{x})\}\) is termed Pareto front (PF). For most continuous MOPs, the Pareto optimal solution set often consists of an infinite number of solutions. Therefore, in practice, only a representative subset of the Pareto optimal solutions can be achieved. Note, however, that in many cases, the non-dominated solution set obtained by a multiobjective optimization algorithm may not necessarily be Pareto optimal.

Evolutionary algorithms (EAs) are well suited for solving MOPs as they can obtain a solution set in one single run [1]. Since Schaffer put forward the vector evaluated genetic algorithm [2] in 1984, a large number of multiobjective evolutionary algorithms (MOEAs) have been proposed. They can be in general categorized into three groups, including weighted aggregation based methods, dominance based methods and performance indicator based approaches. Weighted aggregation based methods are now also known as decomposition approaches, where an MOP is decomposed into a number of single objective optimization problems using a number of weight combinations that are either randomly generated [3], [4], dynamically and continuously changed [4], [5], or predefined and evenly distributed [6]. One most recent variant of weighted aggregation algorithms, termed multiobjective evolutionary algorithm based on decomposition (MOEA/D) [7] has received increasing attention [8]–[10] due to its computational simplicity and attractive search performance.

Dominance based MOEAs have been prevalent over the past two decades. Early dominance based non-elitism MOEAs include the non-dominated sorting genetic algorithm [11], the niched-Pareto genetic algorithm [12], and the multiobjective genetic algorithm [13]. It was found out later on that use of elitism strategies can substantially improve the convergence of MOEAs. As a result, several popular elitism MOEAs have been developed, including the elitist non-dominated sorting genetic algorithm (NSGA-II) [14], the strength Pareto evolutionary algorithm [15], [16] and the Pareto envelope-based selection algorithm [17], [18], among many others. Although
dominance based MOEAs are very powerful for solving bi-objective or three-objective MOPs, their convergence performance dramatically degrades when the number of objectives is larger than three, mainly due to the loss selection pressure.

One different yet interesting idea is to assign a fitness to individuals of an MOEA based on a performance indicator [19]. Among various performance indicator based MOEAs, hypervolume [20], which is known to be able to account for both accuracy and diversity of non-dominated solution sets, has most widely been adopted [21]–[24]. The main challenge of this class of MOEAs is the high computational complexity for calculating the performance indicator, especially when the number of objectives is large [25]–[27].

Most MOEAs mentioned above focus on the development of an effective fitness calculation or selection strategy when adapting single-objective EAs to solving MOEAs. Not much attention has been paid to designing effective reproduction strategies that explicitly exploit the connectedness and regularity in the distribution of Pareto optimal solutions [28]. However, many local search strategies, such as the dynamic weighted aggregation method [5], restricted mating strategy [29] and many others [3], [30], [31] have implicitly taken advantage of the connectedness property to enhance the search efficiency. Another class of MOEAs that are believed to be able to learn problem structures is the estimation of distribution algorithms (EDAs) [32]–[34]. Instead of using traditional reproduction operators such as crossover and mutation, EDAs build probabilistic models to estimate the distribution of promising candidate solutions, and then new candidate solutions are generated by sampling the models.

Whereas many multiobjective EDAs are directly adapted from single objective EDAs [35]–[37], several algorithms have also been proposed to take the distinctive properties of MOPs into considerations. For example, a Voronoi-based estimation of distribution algorithm for multiobjective optimization was suggested to make use of all the candidate solutions in different fronts [38], while in [39], [40], a mixture distribution based multiobjective EDA was proposed to preserve population diversity. Recently, a multiobjective EDA based on joint modeling of objectives and variables [41] was reported, which is able to capture the dependencies between decision variables, as most EDAs do, between objectives, and decision variables and objectives.

It is well aware that EDAs using joint probability distribution models require a large population for high-dimensional optimization problems. In addition to regularization techniques [42] for single objective optimization, many multiobjective EDAs have been designed by taking advantage of the regularity in distributions of Pareto optimal solutions in both the decision and objective space [28], [43], [44], which is unique to MOPs. One specific observation related to regularity is the Karush-Kuhn-Tucker (KKT) condition, indicating that both PF and PS are \((m - 1)\)-D piecewise continuous manifolds [45] for \(m\)-objective optimization problem under certain mild conditions. To explicitly exploit this regularity property, a multiobjective EDA, termed the regularity model-based multiobjective estimation of distribution algorithm (RM-MEDA), was proposed in [46]. In RM-MEDA, the decision vectors are mapped from the \(n\)-dimensional decision space to the \((m - 1)\)-D latent space using a local principal component analysis presented in [47].

In the literature, most existing multiobjective EDAs focus on the estimation of distribution of the PS in the decision space during the search and still represent the final Pareto optimal solutions in form of a set, such as an archive. Little work has been reported on building a regression model for representing the final solution set. Some preliminary work was reported in [28], where piece-wise linear models were built to represent the solution set achieved by an MOEA, leading to improved quality of the solutions.

An attractive feature of the regularity property is that for any \(m\)-objective optimization problems, both PF and PS are \((m - 1)\)-D manifolds, regardless of the dimension of the decision space. This regularity property has been essential for some model-based approaches such as RM-MEDA [46]. Most recently, interesting ideas along this line have been reported in [48], [49], where an inverse functional mapping from PF to PS was built based on the approximated PS obtained by MOEAs at the end of evolutionary optimization. This model was then used to generate additional non-dominated solutions, thereby enhancing the density of the solutions. It should be noted that in [48], [49] the inverse model is not used during the optimization.

This paper presents an inverse modeling based multiobjective evolutionary algorithm, IM-MOEA for short. Different from most existing multiobjective EDAs, the proposed IM-MOEA construct models that map non-dominated solutions from the objective space (PF) to the decision space (PS). The original \(m\)-input \(n\)-output multivariate inverse model is decomposed into \(m \times n\) univariate models, which significantly simplifies the model building and removes the need for dimensionality reduction. Each univariate inverse model is then realized by a Gaussian process [50], which has the advantage of modeling both the global regularity and the local randomness in the distribution of the non-dominated solutions during the search. A random grouping method originally used for dealing with large scale optimization [51], [52] is introduced to reduce the number of needed inverse models, which considerably enhances the scalability of the algorithm.

It should be noted that inverse modeling itself does not explicitly require the regularity property. However, if the KKT condition holds, the \((m - 1)\)-D PF in the objective space will be mapped onto the \((m - 1)\)-D PS in the decision space. The fact that both the PF and PS are \((m - 1)\)-D will considerably increase the likeliness, although it is not able to guarantee, that the functional mapping from the PF to PS will be a one-to-one mapping. As will be further discussed Section II, if the functional mapping from the PF to PS is a one-to-one mapping, the performance of the proposed algorithm will be much better, although it still works even if this one-to-one mapping condition is not satisfied.

Note also that the motivation of this work is completely different from those in surrogate-assisted evolutionary algorithms (SAEAs) [53], although some work on SAEAs also adopted the Gaussian process as surrogates [54]. Briefly speaking, surrogate models, which construct a function mapping from
the decision space to objective space, are used to estimate the fitness of candidate solutions. Surrogate models are helpful when no explicit fitness function exists or when the original fitness function is computationally very expensive, among others [55]. By contrast, the inverse models proposed in this work are used to approximate the distribution of the Pareto optimal solutions, which are then used to generate offspring. Similar discussions on the difference between surrogate methods and inverse modeling for multiobjective optimization can also be found in [48], [49]. In short, the Gaussian models used in our work are for generating new candidate solutions rather than for estimating fitness values. Therefore, the proposed method belongs to a class of multiobjective EDAs that use probabilistic models instead of genetic variations to produce offspring.

The rest of this paper is organized as follows. In Section II, the basic idea of IM-MOEA is first elaborated, followed by the main components of the proposed algorithm. Experimental results comparing the performance of the proposed algorithm and four representative existing MOEAs on 19 test instances are presented in Section III. The effectiveness of a posteriori generation of additional non-dominated solutions is also demonstrated. Section IV presents further empirical analysis of the properties of IM-MOEA, including examination of sensitivity of its performance to parameter settings, analysis of its computational complexity, and investigation of the influence of the mutation operator on its performance. Limitations of IM-MOEA and possible remedies have also been discussed. Conclusions and future work are given in Section V.

II. THE PROPOSED ALGORITHM

A. Basic ideas and the overall framework
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Fig. 1. A schematic illustration of the basic idea of the proposed IM-MOEA. In the figure, $X^p$ and $Y^p$ are a set of the decision and objective vectors, respectively, denoting the current parent population. $f$ is the vector of objective functions. To generate offspring, a set of new objective vectors $o$ are sampled from the probability distribution of the parents in the objective space ($P(Y^p)$). $Y^o$ is then mapped back to the decision space using the conditional probability distribution $P(X^p|Y^o)$ approximated by the estimated inverse model, resulting in a set of decision variables $X^o$. $X^p$ and $Y^o$ together form the offspring population.

Traditional EDAs create offspring by building and sampling a probabilistic model of promising solutions in the decision space. The samples in the decision space are then mapped to the objective space using the objective functions. By contrast, IM-MOEA estimates the conditional probability distribution $P(X^p|Y^p)$, given the distributions of the current parents in the decisions space, denoted by $P(X^p)$, and in the objective space denoted by $P(Y^p)$. Here, the conditional probability $P(X^p|Y^p)$ can be approximated by a probabilistic inverse model mapping $Y^p$ back to $X^p$, such as a Gaussian process. To create offspring, IM-MOEA starts with generating samples in the objective space, denoted by $Y^o$, based on the information of the objective values of the current parent population. Sampling in the objective space offers two benefits. First, it is straightforward to generate evenly distributed solutions in the objective space. Second, it is very convenient to incorporate user preferences, if available. Once the offspring set $Y^o$ are created, they are mapped back to the decision space using $P(X^p|Y^p)$ using the Bayes’ theorem, thereby completing the generation of the offspring population:

$$P(X^o) = \frac{P(X^p|Y^p)P(Y^o)}{P(Y^p|X^p)},$$  

(3)

where $P(Y^p|X^p)$ is the a priori knowledge, i.e., the objective functions $f$ that map $X^p$ to $Y^p$. These offspring are combined with the current parent population, from which parents for the next generation will be selected. The offspring will then be combined with the parents, based on which parents for the next generation will be selected.
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Fig. 2. Decomposition of the $m$-input-and-$n$-output multivariate conditional probability distribution (probabilistic inverse model) into $m \times n$ univariate conditional probability distribution.

In practice, it is difficult to directly estimate the $m$-input-and-$n$-output inverse model $P(X^p|Y^p)$, where $m$ and $n$ are the number of objectives and the number of decision variables, respectively. To ease the task, we decompose the $m$-input-and-$n$-output probabilistic inverse model into $m \times n$ univariate models, $P(x_i|f_j)$, where, $1 \leq i \leq n$ and $1 \leq j \leq m$, as illustrated in Fig. 2. Firstly, by assuming that $x_i$, $i = 1, 2, ..., n$ are independent, we have

$$P(X|Y) = \prod_{i=1}^{n} P(x_i|Y).$$  

(4)

Theoretically, this decomposition strictly holds if and only if all decision variables are independent of each other. Nevertheless, the limitation resulting from the independence assumption on the decision variables is alleviated to a great extent due to the random grouping strategy introduced in inverse modeling, where multiple decision variables are randomly grouped together to be derived from the same objective using inverse models. This has been evidenced by the very encouraging results the proposed algorithm has achieved on the test problems.
whose decision variables are strongly correlated and the KKT condition is not satisfied.

At this step, we can build inverse models that map solutions from the entire objective space \((f_1, f_2, f_3, ..., f_m)\) to any decision variable \(x_i\), \(i = 1, 2, ..., n\). Unfortunately, we are not able to draw samples freely in the whole objective to generate new solutions that are non-dominated or Pareto optimal. Instead, we must construct an additional model in the objective space that can describe the distribution of the estimated PF to constraint the samples. By contrast, if we build multiple univariate inverse models that map single objectives to single decision variables, we can then draw new samples freely within a given interval of each objective. Typically, it is much easier to determine the sampling intervals for each objective than to figure out distribution of the PF. Due to the above reasons, we first rewrite (4) into the following form:

\[
P(X|Y) = \prod_{i=1}^{n} P(x_i|f_1, f_2, ..., f_j, f_{j+1}, ..., f_m),
\]

where \(j = 1, 2, ..., m\). If the KKT condition holds, the probability distribution in (5) will depend only on \((m-1)\) objectives. Therefore, we can rewrite the above equation by arbitrarily removing one of the \(m\)-objectives:

\[
P(X|Y) = \prod_{i=1}^{n} P(x_i|f_1, f_2, ..., f_{j-1}, f_{j+1}, ..., f_m).
\]

Let us now consider two different situations. First, for bi-objective optimization problems, if the KKT condition holds, the dimension of the PF and PS equals 1, i.e., (6) can be rewritten into

\[
P(X|Y) = \prod_{i=1}^{n} P(x_i|f_j),
\]

where \(j = 1 \text{ or } j = 2\). In other words, for bi-objective optimization problems, \(n\) univariate inverse models can be built to create new candidate solutions by sampling \(f_1\) or \(f_2\). An illustrative example is given in Fig. 3, where we can see that the whole PF can be generated by sampling either \(f_1\) or \(f_2\). It is however advisable to sampling both objectives independently, although one set of the samples is theoretically redundant. In practice, having one redundant set of samples can enhance the population diversity of IM-MOEA.

For \(m \geq 2\), (6) can no longer be rewritten into (7). If the KKT condition holds, \(x_i\), \(i = 1, 2, ..., n\) may depend on \((m-1)\) objectives. If we divide the entire objective space into a number of subspaces, (6) can be approximated in the following form:

\[
P(X|Y) \approx \prod_{i=1}^{n} (P(x_i|f_j) + \epsilon_{j,i}),
\]

where \(j = 1, 2, ..., m\), \(m > 2\), and \(\epsilon_{j,i}\) is an error term introduced by converting (6) into (8). The amount of the approximation error depends on the size and location of the subspace the inverse model accounts for. For convenience, we assume that \(\epsilon_{j,i} \sim N(0, (\sigma_{n})^{2})\) can be captured by additive Gaussian noise. Consequently, Gaussian processes can be used to construct the inverse models.

Similar to the bi-objective case, for an \(m\)-objective optimization problem, where \(m > 2\), it is sufficient in principle to sample any one of the \(m-1\) objectives. However, we still recommend to undertake samples on \(m\) objectives separately to enhance the population diversity.

From the above discussions, we can see that sampling from each objective separately and independently is feasible and computationally efficient, although it is not fully equivalent to sampling from the entire objective space.

The overall algorithm framework and pseudo code, based on the main ideas presented Fig. 1, are presented in Fig. 4 and Algorithm 1, respectively. In each generation of IM-MOEA, the combined population (parent plus offspring) are first divided into a number of subpopulations based on predefined reference points in the objective space (Line 5 in Algorithm 1). Selection will then be performed within each subpopulation (Line 6 in Algorithm 1). IM-MOEA adopts the elitist non-dominated sorting proposed in NSGA-II [14], which sorts the individuals in each subpopulation into a number of non-dominated fronts and a crowding distance is calculated for individuals on the same front. Selection is then performed within each subpopulation to get the parents of the subpopulation. Then, an inverse model is built for each sub-population using the selected parents in the subpopulation for reproduction. Offspring individuals reproduced by all subpopulations are put together with the parents in the present generation to form the combined population for the next generation. It can be seen that the main components of IM-MOEA, including partition of the combined population, inverse modeling and
offspring generation will be described in detail in the following subsections.

Algorithm 1 The pseudo code of the proposed IM-MOEA.

1: P initialization
2: Initialization: set t = 0, randomly initialize population
P(t), define the K reference vectors for subpopulation creation;
3: P main loop
4: while termination condition is not satisfied do
5: Partition of the combined population: partition the combined population P(t) by associating the solutions with the K predefined reference vectors;
6: Non-dominated Sorting and Selection: create sub parent populations P₁(t), ..., P_K(t);
7: for k = 1 to K do
8: Inverse Modeling: for each subpopulation P_k(t), apply the random grouping technique to determine which inverse models are to be built; training a Gaussian process for each inverse model;
9: Reproduction: reproduce new candidate solutions
O_k(t) for each subpopulation by sampling the objective space and mapping them back to the decision space using the inverse models; perform mutation on the sampled candidate solutions;
10: end for
11: Update the combined population: P(t + 1) = \bigcup_{k=1}^{K} (P_k(t) \cup O_k(t));
12: t = t + 1;
13: end while

B. Partition of the combined population

To ease inverse modeling, the combined population is divided into subpopulations based on a number of predefined reference vectors that evenly partition the objective space, as illustrated in Fig. 6 where a three-objective space is evenly divided by 10 reference vectors.

The reference vectors are generated using the method suggested in [56]. For an m-objective space, a group of K uniformly distributed points on a unit hyperplane is generated using the canonical simplex-lattice design method [57]:

\[
\begin{align*}
    w_k^i &\in \left\{ \frac{i}{n}, \frac{i+1}{n}, \ldots, \frac{n}{n} \right\}, \quad \sum_{i=1}^{n} w_k^i = 1, \\
    \bar{w}_k &\in (w_1^k, w_2^k, \ldots, w_m^k), \quad k = 1, \ldots, K,
\end{align*}
\]

where H is a positive integer. Then, K uniformly distributed reference vectors \( \bar{v}_k = [v_1^k, v_2^k, \ldots, v_m^k], \) \( k = 1, 2, \ldots, K \) can be approximated by mapping the uniformly distributed points from the unit hyperplane to a unit hypersphere as follows:

\[
\bar{v}_k = \frac{\bar{w}_k}{||\bar{w}_k||}, \quad k = 1, \ldots, K.
\]

Given the predefined reference vectors, the combined population is partitioned into K subpopulations by associating each solution with one reference vector according its positions in the objective space. For an arbitrary solution \( s_i \), it is associated with a reference vector \( \bar{v}_i \) if the acute angle between its position in objective space and \( \bar{v}_i \) is the minimum among all reference vectors:

\[
k_i = \arg\min_{k=1,\ldots,K} \left( \frac{s_i}{||s_i||} \times \bar{v}_k \right),
\]

where operator \( \times \) calculates the sine function value of the acute angle between \( \frac{s_i}{||s_i||} \) and \( \bar{v}_k \). If the combined population size is \( N \), the size of each subpopulation is set to \( N_k = \left\lfloor \frac{N}{K} \right\rfloor \).

Note that IM-MOEA's strategy for partitioning the combined population into subpopulations using reference vectors shares some similarity to the method used in MOEA/D for dividing the population into subpopulations. The main difference is that while MOEA/D divides the population in the weight space, the proposed IM-MOEA does it in the objective space. Note also that the number of reference vectors used in IM-MOEA is usually much smaller than the number of weight combinations used in MOEA/D. Our empirical results show that 10 reference vectors is typically sufficient for bi-objective and three-objective MOPs, refer to Section IV-A.

C. Inverse modeling

In IM-MOEA, a Gaussian process (GP) has been adopted to estimate decomposed univariate probability distribution, \( P_k(x_i|f_j), 1 \leq i \leq n, 1 \leq j \leq m, 1 \leq k \leq K, \) for each subpopulation. It is clearly seen that, theoretically, \( m \) different inverse models (probability distribution models) can be built...
for each decision variable, which will make the algorithm computationally very intensive. To address this issue, a random grouping method has been employed to reduce the number of GP models to be built. In the following, we first introduce the random grouping strategy followed by a brief description of the GP model.

1) Random grouping: The random grouping technique here is inspired by the divide-and-conquer methodology widely adopted in large scale optimization [52], where random grouping techniques are used to decompose a high-dimensional optimization problems into a number of low-dimensional subproblems. Without a priori knowledge of the nonseparability of a problem, it has been shown that random grouping is able to increase the probability of allocating correlated decision variable into one subproblem [51]. This will be very helpful in inverse modeling in IM-MOEA. On the one hand, it can significantly reduce the number of inverse models. On the other hand, for decision variables assigned in the same group, there correlations can be implicitly taken into account, thereby alleviating the inaccuracy caused by the independence assumption on the decision variables required in decomposing the m-input-and-n-output multivariate probability distribution into univariate ones.
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Fig. 7. An illustration of the random grouping method. In each model group, a number of L decision variables are randomly grouped with the j-th objective to build L GP models. x_{ij,t} denotes the i-th decision variable in the j-th model group. In this way, a number of m model groups are generated with L GP models inside each of them.

Given m objectives, m groups of inverse models will be built for each subpopulation, where all models in group j, 1 ≤ j ≤ m use f_j as the variable. In each group, L decision variables will be randomly assigned to it to build inverse models using f_j as the variable, where L ≪ n is a parameter to be specified, refer to Fig. 7. Note that the random assignment is re-performed in each generation. For example, for a 10-dimensional three-objective optimization problem, three groups of models will be generated. If L = 2, then as a result of random assignment in a certain generation, x_2, x_4 are assigned to group 1, x_1, x_6 to group 2, and x_5 and x_8 to the third group. Thus, the first group contains the following two inverse models: P(x_{2j}|f_j), P(x_{4j}|f_j), the second group contains P(x_{1j}|f_j), P(x_{6j}|f_j), and the third group has P(x_{5j}|f_j), P(x_{8j}|f_j). Consequently, the current values of the assigned decision variables (x_1, x_2, x_4, x_5, x_6 and x_8) will be replaced with new values generated by the inverse models, while the values of the other four decision variables (x_3, x_7, x_9 and x_{10}) will remain unchanged.

As we can see from the above example, for n-dimensional m-objective problems, the random group strategy can reduce the number of inverse models from m × n to m × L, where L is usually much smaller than n.

2) Inverse modeling using Gaussian processes: Assume that the population size of the k-th subpopulation is N_k, meaning that there are N_k individuals (data pairs) in total for training the m groups of inverse models in this subpopulation. In order to increase the population diversity, each group of inverse models are trained using different training data pairs. Therefore, the individuals are approximately evenly and randomly divided into m groups, each having N_t = \( \left\lfloor \frac{N_k}{m} \right\rfloor \) data for training L GP models. Note that for the L GP models in each group, the training and sampling procedure will be carried out only if there are at least two training data points, i.e., N_t > 2. Otherwise, no training and sampling of the GP model will be performed. Denote the training data set for training the inverse model \( P(x_j|f_j) \) in the j-th group as \( T_{j,t} \), then

\[
T_{j,t} = [f_j, x_t],
\]

where \( f_j = (f_{j,1},..., f_{j,N_k})^\top \) and \( x_t = (x_{t,1},..., x_{t,N_k})^\top \) are the j-th objective values and i-th decision value of the l-th individual, 1 ≤ l ≤ N_t, that are randomly allocated to the j-th group of models. In the following, we briefly show how to estimate the probability distribution \( P(x_j|f_j) \) using a GP model based on the given training data \( T_{j,t} \).

GPcs can be seen as a generalization of the Gaussian probability distribution in the function space [50], [58], [59], which is based on the assumption that the latent function is a sample of a Gaussian stochastic process. In this way, the inverse mapping \( P(x_j|f_j) \) can be seen as a latent function \( g(\cdot) \) represented by a number of n arbitrary function variables \( \mathbf{g} = \{g_1, g_2, ..., g_N\} \) that follow a joint Gaussian distribution [60]:

\[
P(\mathbf{g}|f_j) = N(\mathbf{g}, C)
\]

where \( N(\mathbf{g}, C) \) denotes the multivariate Gaussian distribution with mean vector \( \mathbf{g} \) and covariance matrix \( C \). \( P(\mathbf{g}|f_j) \) is the conditional probability (regression prediction) with respect to the training data \( f_j \).

Training the GP model means to estimate the conditional probability of \( P(\mathbf{g}|f_j) \), which is fully specified by the mean function \( \mu(f_j) \) that calculates the mean value of all the training data in \( f_j \), and the covariance function \( c(f_{q,1}^f, f_{q,2}^f) \) that calculates the covariance between any two training data points \( f_{q,1}^f \) and \( f_{q,2}^f \), with \( p, q \in 1, ..., N_k \). Without loss of generality, in practice, the mean function is always set to zero by subtracting an offset that can be obtained from the training data \( T_{j,t} \):

\[
P(\mathbf{g}|f_j) = N(0, C),
\]

which reduces the task of training a GP model to the estimation of the covariance matrix \( C \) by choosing suitable covariance functions \( c(f_{q,1}^f, f_{q,2}^f) \). In this work, for computational efficiency, the following simple linear covariance function without parameters is adopted [50]:

\[
c(f_{q,1}^f, f_{q,2}^f) = f_{q,1}^f f_{q,2}^f.
\]

By adopting this covariance function, the computational cost of the hyperparameter optimization can be saved.
Based on the assumption that the observations \( x_i = g(f_j) + \epsilon \) are affected by white noise \( \epsilon \sim N(0, (\sigma_n)^2 I) \), a suitable noise model can be represented by

\[
P(x_i | g) = N(g, (\sigma_n)^2 I),
\]

where \( I \) is an identity matrix. In this way, the marginal likelihood can be obtained as follows:

\[
P(x_i | f_j) = \int P(x_i | g) P(g | f_j) dg = N(0, C + (\sigma_n)^2 I).
\]

With (17), given a test input \( f_j \), the predicted output \( x_{i,*} \) of the latent function \( g(f_j) \) can be obtained as a Gaussian distribution by applying Bayesian inference, with mean and variance being calculated as follows:

\[
\mu_{j,i} = C^*_j (C + (\sigma_n)^2 I)^{-1} x_i,
\]

\[
(\sigma_{j,i})^2 = C_{**} - C^*_j (C + (\sigma_n)^2 I)^{-1} C_j,
\]

where \( C_{**} = \{ c(f_j, f_j), \ldots, c(f_j, f_N) \} \) is a matrix of covariance parameters between each element in the training data \( f_j \), and \( C_j = \{ c(f_j, f_1), \ldots, c(f_j, f_N) \} \) is a matrix of covariance parameters between each element in the test input \( f_j \) and each element in the training data \( f_j \). In this way, the inverse model \( P(x_i | f_j) \) is represented as a set of normal distributions described in (18).

In our case, the test input points \( f_j \) are directly sampled in the objective space based on the estimated range of \( f_j \). Theoretically, a decision maker would be able to integrate any preference in generating samples for the test input points. In this work, without loss of generality, the test input points are uniformly generated within an interval extended from \([f_j^{\min}, f_j^{\max}]\) as follows:

\[
f_j = \left\{ \frac{f_j^{\min} - 0.5 \xi_j}{N_s}, \ldots, \frac{f_j^{\max} + 0.5 \xi_j}{N_s} \right\},
\]

where \( N_s \) is the sample size, \( f_j^{\min} \) and \( f_j^{\max} \) are the minimum and maximum values among the elements in the training data \( f_j \), respectively, and \( \xi_j = f_j^{\max} - f_j^{\min} \), as shown in Fig. 8.

---

### D. Reproduction

Once the inverse models learned by the GPs are available, the test input \( f_j \), which are uniformly generated in the objective space in training the GP, can be mapped to the decision space, \( x_{i,*} \). This can be obtained by adding the mean values \( \mu_{j,i} = (\mu_{j,1}, \ldots, \mu_{j,N_s}) \) with Gaussian white noise \( z \sim N(0, (\sigma_{j,i})^2) \), as follows:

\[
x_{i,*} = \mu_{j,i}(f_j) + z_{j,i},
\]

where \( f_j \) is the test input as in (19), \( \mu_{j,1}, \ldots, \mu_{j,N_s} \) and \( (\sigma_{j,1})^2, \ldots, (\sigma_{j,N_s})^2 \) are the standard output of a trained GP model as in (18), and \( N_s \) is the sample dataset size. For simplicity, \( N_s \) is set equal to the training dataset size \( N_t \), such that the newly generated candidate solutions \( x_{i,*} = (x_{i,*}^1, \ldots, x_{i,*}^{N_s}) \) can exactly replace the parent individuals \( x_i = (x_1^i, \ldots, x_{N_t}^i) \) in the current subpopulation. In order to enhance the population diversity, mutation is applied to all the sampled individuals, which is a common practice in EDAs [61]. In this work, the widely used polynomial mutation operator is adopted [62], although it is not limited to any particular mutation operation. However, it should be noted that the proposed IM-MOEAs can still achieve equally good performance on most MOPs without the mutation operator. Further discussions about the influence of the mutation operator on the performance of IM-MOEAs will be provided in Section IV-C.

### III. COMPARATIVE STUDIES

In this section, the performance of IM-MOEAs is compared with four state-of-the-art MOEAs, including the RM-MEDA [46], an improved version of RM-MEDA [63], denoted as IRM-MEDA hereafter, a variant of MOEA/D with differential evolution [64], denoted as MOEA/D-DE hereafter, and NSGA-II [14].

In the following, we will first introduce the test instances and performance metrics used in this study. Then, a brief introduction to the four compared algorithms is provided together with the experimental settings. Then we present and discuss the optimization results. Finally, the benefit of the inverse-model based representation of the non-dominated solution is further exploited by generating solutions \textit{a posteriori}.

#### A. Test instances

In our experimental studies, we use a total of 19 test instances for comparison. The first test suite consists of ten test instances (F1 to F10), which are modified from the test instances introduced in [46], and the second one is the WFG test suite, containing nine test problems (WFG1 to WFG9) [65].

The test instances used in [46] were modified from the ZDT [66] and DTLZ [67] test instances to introduce linear or non-linear correlations between the decision variables by linking the first decision variable to the rest, which is very specific. To be more realistic, we revise the linkages between the decision variables as follows:

\[
x_i \rightarrow (1 + \frac{1}{n}) x_i,
\]

\[
x_i^2 \rightarrow x_i^{(1 + \frac{1}{n} - 1)}
\]

---
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TABLE I
MODIFIED ZDT AND DTLZ TEST INSTANCES WITH LINEAR AND NONLINEAR VARIABLE LINKAGES.

<table>
<thead>
<tr>
<th>Instance</th>
<th>Variables</th>
<th>Objectives</th>
<th>Characteristics</th>
</tr>
</thead>
<tbody>
<tr>
<td>F1</td>
<td>[0, 1]ⁿ</td>
<td>( f_1(x) = x_1 ) ( f_2(x) = g(x)[1 - \sqrt{f_1(x)/g(x)}] ) ( g(x) = 1 + 9\sum_{i=2}^{n} (1 + \frac{1}{n}x_i - 1)^2/(n - 1) )</td>
<td>convex PF linear variable linkage</td>
</tr>
<tr>
<td>F2</td>
<td>[0, 1]ⁿ</td>
<td>( f_1(x) = x_1 ) ( f_2(x) = g(x)[1 - (f_1(x)/g(x))^2] ) ( g(x) = 1 + 9\sum_{i=2}^{n} (1 + \frac{1}{n}x_i - 1)^2/(n - 1) )</td>
<td>concave PF uniformly distributed linear variable linkage</td>
</tr>
<tr>
<td>F3</td>
<td>[0, 1]ⁿ</td>
<td>( f_1(x) = \exp(-4x_1)\sin(b \pi x_1) ) ( f_2(x) = g(x)[1 - (f_1(x)/g(x))^2] ) ( g(x) = 1 + 9\sum_{i=2}^{n} (1 + \frac{1}{n}x_i - 1)^2/(n - 1) )</td>
<td>concave PF linear variable linkage</td>
</tr>
<tr>
<td>F4</td>
<td>[0, 1]ⁿ</td>
<td>( f_1(x) = \cos(\frac{\pi x_1}{2})\cos(\frac{\pi x_2}{2})(1 + g(x)) ) ( f_2(x) = \cos(\frac{\pi x_1}{2})\sin(\frac{\pi x_2}{2})(1 + g(x)) ) ( f_3(x) = \sin(\frac{\pi x_1}{2})(1 + g(x)) ) ( g(x) = \sum_{i=1}^{n} ((1 + \frac{1}{n}x_i - 1)^2) )</td>
<td>linear PF linear variable linkage 3 objectives</td>
</tr>
<tr>
<td>F5</td>
<td>[0, 1]ⁿ</td>
<td>( f_1(x) = x_1 ) ( f_2(x) = g(x)[1 - \sqrt{f_1(x)/g(x)}] ) ( g(x) = 1 + 9\sum_{i=2}^{n} (1 + \frac{1}{n}x_i - 1)^2/(n - 1) )</td>
<td>convex PF nonlinear variable linkage</td>
</tr>
<tr>
<td>F6</td>
<td>[0, 1]ⁿ</td>
<td>( f_1(x) = x_1 ) ( f_2(x) = g(x)[1 - (f_1(x)/g(x))^2] ) ( g(x) = 1 + 9\sum_{i=2}^{n} (1 + \frac{1}{n}x_i - 1)^2/(n - 1) )</td>
<td>concave PF nonuniformly distributed nonlinear variable linkage</td>
</tr>
<tr>
<td>F7</td>
<td>[0, 1]ⁿ</td>
<td>( f_1(x) = \exp(-4x_1)\sin(6 \pi x_1) ) ( f_2(x) = g(x)[1 - (f_1(x)/g(x))^2] ) ( g(x) = 1 + 9\sum_{i=2}^{n} (1 + \frac{1}{n}x_i - 1)^2/(n - 1) )</td>
<td>convex PF nonlinear variable linkage</td>
</tr>
<tr>
<td>F8</td>
<td>[0, 1]ⁿ</td>
<td>( f_1(x) = \cos(\frac{\pi x_1}{2})\cos(\frac{\pi x_2}{2})(1 + g(x)) ) ( f_2(x) = \cos(\frac{\pi x_1}{2})\sin(\frac{\pi x_2}{2})(1 + g(x)) ) ( f_3(x) = \sin(\frac{\pi x_1}{2})(1 + g(x)) ) ( g(x) = \sum_{i=1}^{n} ((1 + \frac{1}{n}x_i - 1)^2) )</td>
<td>linear PF nonlinear variable linkage 3 objectives</td>
</tr>
<tr>
<td>F9</td>
<td>[0, 1] × [0, 10]ⁿ⁻¹</td>
<td>( f_1(x) = x_1 ) ( f_2(x) = g(x)[1 - \sqrt{f_1(x)/g(x)}] ) ( g(x) = \frac{n}{\alpha \beta} \sum_{i=2}^{n} (x_i + \frac{1}{n}x_i - 1)^2 - \sum_{i=2}^{n} \cos(x_i + \frac{1}{n}x_i - 1) + 2 )</td>
<td>convex PF nonlinear variable linkage multimodal with Griewank function</td>
</tr>
<tr>
<td>F10</td>
<td>[0, 1] × [0, 10]ⁿ⁻¹</td>
<td>( f_1(x) = x_1 ) ( f_2(x) = g(x)[1 - \sqrt{f_1(x)/g(x)}] ) ( g(x) = 1 + 10(n - 1) + \sum_{i=2}^{n} ((x_i + \frac{1}{n}x_i - 1)^2 - 10 \cos(2\pi(x_i + \frac{1}{n}x_i - 1))) )</td>
<td>convex PF nonlinear variable linkage multimodal with Rastrigin function</td>
</tr>
</tbody>
</table>
where $i$ is the index of each decision variable, $\alpha$ and $\beta$ are two control parameters. The resulting test instances are summarized in Table I, in which the linkage between the variables are variable specific, controlled by two parameters $\alpha$ and $\beta$. In this work, we set $\alpha = 5$ and $\beta = 3$, and the number of decision variables is set to $n = 30$. Note however, that the Pareto sets of F1 to F10 are still $(m - 1)$-D manifolds.

By contrast, the dimensionality of the Pareto set of the WFG test instances can be defined to be higher than $(m - 1)$. In this study, we use three-objective WFG test instances whose Pareto set has a dimensionality of four. The number of decision variables of the WFG functions is set to 34 and 104, respectively.

**B. Performance indicators**

Inverted generational distance (IGD) [46], [68] and hypervolume (HV) [62] are used as two performance indicators in the performance comparisons.

1) **Inverted generational distance (IGD):** Let $P^*$ be a set of uniformly distributed solutions along PF. Let $P$ be an approximation to PF. The inverted generational distance between $P^*$ and $P$ can be defined as:

$$ IGD(P^*, P) = \frac{\sum_{v \in P^*} d(v, P)}{|P^*|}, \quad (22) $$

where $d(v, P)$ is the minimum Euclidean distance from the point $v$ to $P$. The IGD metric is able to measure both diversity and convergence of $P$ if $|P^*|$ is large enough, and a smaller IGD value indicates a better performance. In this work, IGD is used to measure the performance on test instances F1 to F10 (most of which are bi-objective MOPs), and 500 uniformly distributed points are selected from the PF of each test instance to be $P^*$.

2) **Hypervolume (HV):** Let $y^* = (y_1^*, ..., y_m^*)$ be a reference point in the objective space which is dominated by all Pareto optimal solutions. Let $P$ be the approximation to PF. The HV value of $P$ (with regard to $y^*$) is the volume of the region which is dominated by $P$ and dominates $y^*$. In this work, HV is used to measure the performance on the three-objective WFG test instances, and the reference point $y^* = (2.5, 4.5, 6.5)$ is used for all instances.

**C. Four compared algorithms**

In this study, we compare IM-MOEA with the following four algorithms.

1) **RM-MEDA** is one of the state-of-the-art multiobjective estimation of distribution algorithms. It is meant to design a reproduction operator by explicitly modeling the regularity in the distribution of Pareto optimal solutions. RM-MEDA has been shown to outperform many traditional MOEAs on some of the modified ZDT and DTLZ functions.

2) **IRM-MEDA** is an enhanced variant of RM-MEDA. In IRM-MEDA, a strategy for adapting the cluster number is suggested to improve the performance of RM-MEDA, where the number of clusters is predefined. It is shown that IRM-MEDA has significantly better performance in comparison with RM-MEDA in terms of both search performance and computational efficiency.

3) **MOEA/D-DE** is a popular MOEA based on weighted aggregation, which has been shown to perform well on various MOPs [69]–[71]. In this comparative study, we use MOEA/D-DE, a variant where the simulated binary crossover (SBX) operator is replaced by the crossover operator in differential evolution [72]. In addition, a two-level neighborhood control is used in MOEA/D-DE to control the number of old solutions that can be replaced by a new solution, such that better population diversity can be maintained. In addition, polynomial mutation is used.

4) **NSGA-II** is probably the most popular dominance based MOEAs [73]–[76]. Here, SBX and polynomial mutation are used for reproduction.

**D. Experimental settings**

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Parameter settings</th>
</tr>
</thead>
<tbody>
<tr>
<td>RM-MEDA</td>
<td>$K = 5$</td>
</tr>
<tr>
<td>IRM-MEDA</td>
<td>$\theta = \frac{1}{\beta + 1}$</td>
</tr>
<tr>
<td>MOEA/D-DE</td>
<td>$T = 20$, $\delta = 0.9$, $n_v = 2$</td>
</tr>
<tr>
<td></td>
<td>$\eta_{ns} = 1/\sqrt{n}$, $\eta_{pm} = 20$</td>
</tr>
<tr>
<td>NSGA-II</td>
<td>$p_c = 1.0$, $\eta_c = 20$</td>
</tr>
<tr>
<td></td>
<td>$\eta_{pm} = 1/\sqrt{n}$, $\eta_{pm} = 20$</td>
</tr>
</tbody>
</table>

The parameter settings adopted in our studies for the compared algorithms were all recommended by the original papers, as summarized in Table II. For the proposed IM-MOEA, there are two parameters to be set, i.e., the number of reference vectors $K$, and the model group size $L$. In the studies here, $K$ is set to 10 and $L$ set to 3. Sensitivity analysis of the performance to the parameters will be examined in Section IV-A.

The population size is set to 100 for IM-MOEA, RM-MEDA, IRM-MEDA and NSGA-II. However, the population size for MOEA/D-DE needs to be specified based on the number of objectives. As a result, we use 100 and 105 as the population sizes for MOEA/D-DE on bi-objective and three-objective MOPs, respectively.

We performed 20 independent runs for each compared algorithm on each test instance. The termination condition for each algorithm is set to a maximum of 100,000 fitness evaluations for all the test instances. The Wilcoxon rank sum test is adopted to compare the results obtained by IM-MOEA and those by the other four algorithms at a significance level of 0.05. In the tables that summarize the statistical results, the first line presents the mean values and the second line the standard deviations. As a result of the Wilcoxon rank sum test, a $+$ labeled in front of a result indicates that the compared algorithm is outperforming by IM-MOEA; by contrast, a $-$ means that IM-MOEA is outperformed by the compared algorithm; while a $\approx$ means that there is no statistically significant difference between the results obtained by IM-MOEA and the compared algorithm. The best statistical results are all highlighted.
Fig. 9. The non-dominated solutions with the best IGD values obtained by each algorithm among 20 runs in the objective space on F6.

<table>
<thead>
<tr>
<th>Test instances</th>
<th>IM-MOEA</th>
<th>RM-MEDA</th>
<th>IRM-MEDA</th>
<th>MOEA/D-DE</th>
<th>NSGA-II</th>
</tr>
</thead>
<tbody>
<tr>
<td>F1</td>
<td>4.044E−03</td>
<td>+ 4.795E−03</td>
<td>+ 4.903E−03</td>
<td>+ 4.154E−03</td>
<td>+ 1.558E−02</td>
</tr>
<tr>
<td></td>
<td>4.573E−05</td>
<td>+ 1.496E−04</td>
<td>+ 1.875E−04</td>
<td>+ 1.751E−05</td>
<td>+ 6.555E−04</td>
</tr>
<tr>
<td>F2</td>
<td>4.261E−03</td>
<td>+ 4.555E−03</td>
<td>+ 4.629E−03</td>
<td>− 3.899E−03</td>
<td>+ 1.845E−02</td>
</tr>
<tr>
<td></td>
<td>6.013E−05</td>
<td>+ 2.441E−04</td>
<td>+ 2.348E−04</td>
<td>− 2.081E−05</td>
<td>+ 2.284E−03</td>
</tr>
<tr>
<td>F3</td>
<td>2.199E−03</td>
<td>+ 3.518E−03</td>
<td>+ 2.603E−03</td>
<td>≈ 2.144E−03</td>
<td>+ 8.576E−03</td>
</tr>
<tr>
<td></td>
<td>1.108E−04</td>
<td>+ 1.386E−03</td>
<td>+ 1.529E−04</td>
<td>≈ 1.569E−04</td>
<td>+ 2.349E−03</td>
</tr>
<tr>
<td>F4</td>
<td>7.049E−02</td>
<td>+ 8.806E−02</td>
<td>+ 9.427E−02</td>
<td>+ 2.924E−01</td>
<td>+ 1.788E−01</td>
</tr>
<tr>
<td></td>
<td>2.290E−03</td>
<td>+ 6.837E−03</td>
<td>+ 1.058E−02</td>
<td>+ 2.812E−01</td>
<td>+ 1.206E−02</td>
</tr>
<tr>
<td>F5</td>
<td>4.357E−03</td>
<td>+ 7.136E−03</td>
<td>+ 6.473E−03</td>
<td>+ 4.228E−03</td>
<td>+ 1.501E−02</td>
</tr>
<tr>
<td></td>
<td>7.131E−05</td>
<td>+ 5.365E−04</td>
<td>+ 3.000E−04</td>
<td>+ 1.472E−04</td>
<td>+ 8.974E−04</td>
</tr>
<tr>
<td>F6</td>
<td>5.127E−03</td>
<td>+ 1.175E−02</td>
<td>+ 9.464E−03</td>
<td>≈ 5.288E−03</td>
<td>+ 1.943E−02</td>
</tr>
<tr>
<td></td>
<td>1.709E−04</td>
<td>+ 1.015E−03</td>
<td>+ 1.402E−03</td>
<td>≈ 6.279E−04</td>
<td>+ 1.527E−03</td>
</tr>
<tr>
<td>F7</td>
<td>2.703E−03</td>
<td>+ 1.285E−02</td>
<td>+ 6.474E−03</td>
<td>− 2.178E−03</td>
<td>+ 7.107E−03</td>
</tr>
<tr>
<td></td>
<td>3.672E−04</td>
<td>+ 4.836E−03</td>
<td>+ 2.231E−03</td>
<td>− 1.069E−04</td>
<td>+ 5.803E−04</td>
</tr>
<tr>
<td>F8</td>
<td>8.147E−02</td>
<td>+ 1.171E−01</td>
<td>+ 1.102E−01</td>
<td>+ 1.005E−01</td>
<td>+ 5.512E−01</td>
</tr>
<tr>
<td></td>
<td>4.396E−03</td>
<td>+ 8.340E−03</td>
<td>+ 4.793E−03</td>
<td>+ 1.007E−02</td>
<td>+ 1.235E−01</td>
</tr>
<tr>
<td>F9</td>
<td>5.372E−03</td>
<td>+ 3.684E−01</td>
<td>+ 1.954E−01</td>
<td>+ 3.198E−01</td>
<td>+ 2.160E−02</td>
</tr>
<tr>
<td></td>
<td>1.053E−03</td>
<td>+ 1.665E−01</td>
<td>+ 2.005E−01</td>
<td>+ 2.003E−02</td>
<td>+ 2.759E−03</td>
</tr>
<tr>
<td>F10</td>
<td>1.022E+00</td>
<td>+ 5.886E+01</td>
<td>+ 3.953E+01</td>
<td>+ 3.629E+00</td>
<td>− 2.180E−01</td>
</tr>
<tr>
<td></td>
<td>4.395E−01</td>
<td>+ 2.460E+01</td>
<td>+ 7.846E+00</td>
<td>+ 2.065E+00</td>
<td>+ 2.765E−02</td>
</tr>
<tr>
<td>+ / − / ≈ / −</td>
<td>10 / 0 / 0</td>
<td>10 / 0 / 0</td>
<td>5 / 2 / 3</td>
<td>9 / 0 / 1</td>
<td></td>
</tr>
</tbody>
</table>
E. Results

1) Performance on F1 to F10: Table III summarizes the statistical results in terms of IGD values obtained by the five algorithms. It can be seen that IM-MOEA shows the best overall performance. The best results on F1, F4, F6, F8 and F9 are obtained by IM-MOEA. From these results, we can see that IM-MOEA outperforms the four compared algorithms on F1, F4, F6, F8, and F9. We also note that the second best performed algorithm is MOEA/D-DE, which shows very competitive performance on F2, F3, F5 and F7. However, MOEA/D-DE is significantly outperformed by IM-MOEA on the two three-objective test instances, F4 and F8. We also find that IM-MOEA performs significantly better than RM-MEDA and IRM-MEDA on all the 10 test problems, and the performance difference is even more significant on the six test instances whose decision variables are nonlinearly correlated. Note that RM-MEDA and IRM-MEDA have also been shown very promising on these test instances. In particular, IRM-MEDA has shown very competitive results on F5 to F10, which have strong nonlinear correlations between the decision variables. On the other hand, it is interesting to note that NSGA-II outperforms all other compared algorithms on F10, which is a highly multimodal test instance, although it is outperformed by others on most of the test instances.

The non-dominated solutions achieved by each compared algorithm on F6 and F9 in the run resulting the best IGD among 20 runs are presented in Fig. 9 and Fig. 10, respectively. Note that MOEA/D-DE achieves the best IGD on F6, and naturally, the non-dominated solutions it achieved show excellent distribution and accuracy on most part of the PF. Nevertheless, the solutions achieved by IM-MOEA on the left end of the non-dominated front have better convergence than those achieved by MOEA/D-DE. On F9, IM-MOEA has achieved the best IGD and the performance difference between IM-MOEA and the compared algorithms becomes more apparent if we take a look at the non-dominated solutions shown in Fig. 10. By contrast, the performance of MOEA/D-DE on F9 is not as attractive as on the other test instances. This might be attributed to the fact that randomly generated candidate solutions of F9 are strongly non-uniformly distributed in the objective space, which may result in a quick loss of the diversity of the population, leading to a premature convergence. This issue could be addressed by introducing a partition mechanism in the objective space, e.g., as the one presented in MOEA/D-M2M [56].

To examine the convergence speed of the five algorithms, the convergence profiles of the IGD values on F6 and F9 are plotted in Fig. 11 and Fig. 12, respectively. It can be seen that although IM-MOEA converges slower than the

![Fig. 11. Averaged convergence profiles of the IGD values for the five algorithms on F6.](image-url)
compared algorithms when the number of fitness evaluations is smaller than some 20,000. After that, IM-MOEAs exceed the compared algorithms in convergence. This is reasonable as IM-MOEAs need sufficient training samples to build the inverse models correctly.

2) Performance on the WFG test instances: In this section, we compare IM-MOEAs with the other four algorithms on three-objective WFG test instances. To evaluate the scalability of IM-MOEAs, two sets of comparisons are conducted, one using 34-D test instances and the other 104-D.

Table IV summarizes the results with respect to HV values obtained by the five algorithms on 34-D instances. It can be seen that IM-MOEAs perform statistically significantly better than the other four compared algorithms on six out of nine test instances and comparably well with MOEA/D-DE on WFG3. RM-MEDA outperforms others on WFG2, while MOEA/D-DE performs the best on WFG6. Table V shows the optimization results regarding HV values obtained by the five algorithms on 104-D instances. Similarly, IM-MOEAs perform significantly better than others on seven test instances, while RM-MEDA performs the best on WFG1 and MOEA/D-DE on WFG6. The proposed IM-MOEAs continue to scale up well on most instances, except WFG1 and WFG6. It can be seen that RM-MEDA and IRM-MEDA has good scalability on WFG1, and MOEA/D-DE scales up well on WFG6.

The non-dominated solutions resulting in the best HV among the 20 runs achieved by each algorithm on WFG5 and WFG6 are presented in Figs. 13 and 14, respectively. From Fig. 13, we can see that solutions obtained by IM-MOEAs on WFG5 exhibit much better convergence and distribution compared to those of others, confirming the better performance indicated by the HV. On the other hand, as indicated by HV, MOEA/D-DE performs best on WFG6, in particular in terms of convergence, refer to Fig. 14. The overall distribution of the solutions obtained IM-MOEAs, however, is better than that of the solutions achieved by MOEA/D-DE.

It should be noted that overall, RM-MEDA and IRM-MEDA is not competitive in comparison with IM-MOEAs. This might be due to the fact that the principal curves used in RM-MEDA and IRM-MEDA are linear, which are inadequate to describe the strongly non-linear distributions of the modified DTZ and DTLZ test problems as well as the WFG test instances. Among the other four compared algorithms, RM-MEDA and IRM-MEDA show significantly better overall performance than NSGA-II, although they are slightly outperformed by MOEA/D-DE on some test instances. Another observation we can make is that non-dominated solutions obtained by MOEA/D-DE are very sparse on the top and denser in the bottom for test instances from WFG4 to WFG9. This is probably due to the fact that these WFG test instances are non-uniform, which means that a uniform distribution in weights will lead to a non-uniform distribution in the solutions.

F. A posteriori sampling

Most existing MOEAs store the obtained non-dominated solutions in form of a set in the population or in an archive. In this case, once the optimization is complete, no new solutions can be obtained without performing additional optimization runs. Very recently, it has been suggested that an inverse mapping from the objective space to the decision space can be very useful for enriching the solutions after the optimization is complete [45], [46]. The benefit of model-based representation has also been discussed in [28], [38].

One advantage of the proposed IM-MOEAs over most MOEAs is that inverse models from the objectives to the decision space have been learned in addition to the non-dominated solutions. Naturally, we are able to sample solutions with the estimated inverse models in preferred regions in the objective space. The only difference is that to sample additional solutions, a full inverse mapping needs to be trained, i.e., the number of models to be built for group $L$ should be set to $n$ so that all decision variables can be obtained given a sampled solution in the objective space.

Fig. 15(a) shows an example in which 100 non-dominated solutions have been achieved by IM-MOEAs during optimization. However, solutions in the interested regions, defined by three circles of a radius centered at $(0.3, 0.3, 0.9), (0.3, 0.9, 0.3), (0.9, 0.3, 0.3)$, respectively, are very limited. To obtain additional solutions in these regions, the non-dominated solutions inside each circle shown in Fig. 15(a) are utilized for training the inverse models related to the interested region. Once the inverse models have been trained, 300 new solutions are sampled inside the interested regions as in Fig. 15(b). If the decision maker is still not satisfied with the 300 non-dominated solutions in Fig. 15(b), they can be used to train more inverse models, and consequently more new solutions can be generated. Fig. 15(c) shows 3000 new solutions generated using the inverse models in the three interested regions.

IV. ANALYSIS AND DISCUSSIONS

This section empirically analyzes the sensitivity of the algorithm’s performance to its parameters and examines its runtime in comparison with RM-MEDA. Then, the influence of the mutation operator on the performance of IM-MOEAs is investigated. Finally, some discussions on the limitations of IM-MOEAs as well as possible remedies are given.

A. Parameter sensitivity analysis

In IM-MOEAs, there are two parameters that require to be specified by the user, i.e., the number of reference vectors.
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### TABLE IV
Statistical results of HV values obtained by IM-MOEA and each algorithm in comparison on 34-D WFG functions.

<table>
<thead>
<tr>
<th>Test instances</th>
<th>IM-MOEA</th>
<th>RM-MEDA</th>
<th>IRM-MEDA</th>
<th>MOEA/D-DE</th>
<th>NSGA-II</th>
</tr>
</thead>
<tbody>
<tr>
<td>WFG1</td>
<td>2.583E+01</td>
<td>2.584E+01</td>
<td>2.445E+01</td>
<td>2.546E+01</td>
<td></td>
</tr>
<tr>
<td>WFG2</td>
<td>6.520E+01</td>
<td>6.464E+01</td>
<td>6.423E+01</td>
<td>5.055E+01</td>
<td>2.570E+00</td>
</tr>
<tr>
<td>WFG3</td>
<td>4.504E+01</td>
<td>4.294E+01</td>
<td>4.515E+01</td>
<td>4.046E+01</td>
<td></td>
</tr>
<tr>
<td>WFG4</td>
<td>4.164E+01</td>
<td>3.514E+01</td>
<td>3.692E+01</td>
<td>3.041E+01</td>
<td>6.457E-01</td>
</tr>
<tr>
<td>WFG5</td>
<td>4.080E+01</td>
<td>2.414E+01</td>
<td>3.685E+01</td>
<td>2.453E+01</td>
<td>3.342E+00</td>
</tr>
<tr>
<td>WFG6</td>
<td>3.905E+01</td>
<td>3.100E+01</td>
<td>4.019E+01</td>
<td>3.013E+01</td>
<td>1.210E+00</td>
</tr>
<tr>
<td>WFG7</td>
<td>4.148E+01</td>
<td>3.242E+01</td>
<td>3.950E+01</td>
<td>2.855E+01</td>
<td></td>
</tr>
<tr>
<td>WFG8</td>
<td>3.830E+01</td>
<td>2.788E+01</td>
<td>3.279E+01</td>
<td>2.186E+01</td>
<td>8.657E-01</td>
</tr>
<tr>
<td>WFG9</td>
<td>3.901E+01</td>
<td>3.672E+01</td>
<td>3.776E+01</td>
<td>3.275E+01</td>
<td></td>
</tr>
<tr>
<td>WFG10</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2.206E+00</td>
</tr>
</tbody>
</table>

### TABLE V
Statistical results of HV values obtained by IM-MOEA and each algorithm in comparison on 104-D WFG test instances.

<table>
<thead>
<tr>
<th>Test instances</th>
<th>IM-MOEA</th>
<th>RM-MEDA</th>
<th>IRM-MEDA</th>
<th>MOEA/D-DE</th>
<th>NSGA-II</th>
</tr>
</thead>
<tbody>
<tr>
<td>WFG1</td>
<td>2.624E+01</td>
<td>2.607E+01</td>
<td>2.335E+01</td>
<td>2.510E+01</td>
<td>2.863E-01</td>
</tr>
<tr>
<td>WFG2</td>
<td>6.178E+01</td>
<td>6.505E+01</td>
<td>5.944E+01</td>
<td>4.577E+01</td>
<td></td>
</tr>
<tr>
<td>WFG3</td>
<td>4.192E+01</td>
<td>4.062E+01</td>
<td>4.284E+01</td>
<td>3.514E+01</td>
<td>5.647E+01</td>
</tr>
<tr>
<td>WFG4</td>
<td>3.490E+01</td>
<td>3.324E+01</td>
<td>3.518E+01</td>
<td>2.627E+01</td>
<td></td>
</tr>
<tr>
<td>WFG5</td>
<td>2.215E+01</td>
<td>2.195E+01</td>
<td>3.637E+01</td>
<td>1.841E+01</td>
<td></td>
</tr>
<tr>
<td>WFG6</td>
<td>3.083E+01</td>
<td>2.452E+01</td>
<td>4.060E+01</td>
<td>2.206E+01</td>
<td>1.722E+00</td>
</tr>
<tr>
<td>WFG7</td>
<td>3.249E+01</td>
<td>3.032E+01</td>
<td>3.685E+01</td>
<td>2.299E+01</td>
<td></td>
</tr>
<tr>
<td>WFG8</td>
<td>2.921E+01</td>
<td>2.734E+01</td>
<td>3.151E+01</td>
<td>1.979E+01</td>
<td></td>
</tr>
<tr>
<td>WFG9</td>
<td>3.218E+01</td>
<td>3.027E+01</td>
<td>3.745E+01</td>
<td>2.184E+01</td>
<td>3.215E+00</td>
</tr>
<tr>
<td>WFG10</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2.206E+00</td>
</tr>
</tbody>
</table>
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Fig. 13. The non-dominated solutions with the best HV values obtained by each algorithm among 20 runs in the objective space on 104-D WFG5.

Fig. 14. The non-dominated solutions with the best HV values obtained by each algorithm among 20 runs in the objective space on 104-D WFG6.
and
\[
K \leq \left\lfloor \frac{N}{2m} \right\rfloor.
\] (23)

Give the population size \(N = 100\), the possible values of \(K\) for bi-objective and three-objective problems are \(K \in \{1, \ldots, 25\}\) and \(K \in \{1, \ldots, 16\}\), respectively. Practically, for three-objective problems, \(K \in \{3, 6, 10, 15\}\) will be considered. In the following, we examine the performance of IM-MOEA for these four \(K\) values.

As shown by Fig. 16, IM-MOEA is not very sensitive to \(K\) in most cases, although \(K = 3\) seems to be too small. According to the above findings, we recommend that \(K = 10\).

2) Sensitivity to the number of models in each group (L): The number of models in each group, \(L\), is usually much smaller than the maximum value, \(n\). However, if \(L\) is too small, the random grouping method may lose effectiveness as the information of variable linkages (correlations) can be lost. In the following, we investigate the performance of IM-MOEA on four typical 104-D WFG instances, when \(L \in \{1, 3, 5, 7\}\), respectively.

It can be seen from Fig. 17 that IM-MOEA is not very sensitive to the settings of \(L\) as long as \(L \geq 3\). Accordingly, we recommend \(L = 3\).

B. Runtime

Model-based methods tend to be more time consuming than traditional MOEAs as the model training procedures typically take more time than traditional evolutionary operators like crossover and mutation. In this subsection, we compare the runtime of the proposed IM-MOEA with that of RM-MEDA, which is also a model-based method. Here, we check the
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Fig. 17. The HV values averaged over 20 runs obtained by IM-MOEA with different settings of $L$ on 104-D WFG3, WFG5, WFG7 and WFG9.

elapse runtime on a bi-objective test instance (F2) and a three-objective test instance (F4) with different numbers of decision variables. All simulations are implemented using Matlab R2012a with Microsoft Windows 7 Enterprise SP1 64-bit as the operating system on a PC with an Intel Core i5-2500 3.3GHz CPU.

As shown in Fig. 18, the runtime of IM-MOEA is higher than that of RM-MEDA when the number of decision variables is smaller than 110. However, we can also see that the runtime IM-MOEA increases only very slowly as the number of decision variables increases, while the runtime of RM-MEDA increases very rapidly.

C. Influence of the mutation operator

In order to investigate the influence of the mutation operator on the performance of the proposed IM-MOEA, we have compared two variants of IM-MOEA, one using the mutation operator (same as in the above experiments), and the other not (denoted as IM-MOEA* hereafter). The comparisons are conducted on 30-D F1 to F10 and 104-D WFG test instances.

As evident from Table VI, among the ten test problems, IM-MOEA only on WFG1, which is strongly non-uniform. For such problems, IM-MOEA is very likely to get stuck in local optima in the absence of a mutation operator.

Results in Table VII further confirm our observations made above. We can see that on the nine three-objective WFG problems, IM-MOEA and IM-MOEA* perform comparably well on eight of them. IM-MOEA* is outperformed by IM-MOEA only on WFG1, which is strongly non-uniform. For such problems, IM-MOEA is very likely to get stuck in local optima in the absence of a mutation operator.

In practice, since it is impossible to know in advance how the fitness landscape is, it is advisable to integrate a mutation operator in the proposed IM-MOEA for more robust search performance.

### TABLE VI

<table>
<thead>
<tr>
<th>Test Instance</th>
<th>IM-MOEA</th>
<th>IM-MOEA*</th>
</tr>
</thead>
<tbody>
<tr>
<td>WFG1</td>
<td>4.178E-02</td>
<td>4.178E-02</td>
</tr>
<tr>
<td>WFG2</td>
<td>4.178E-02</td>
<td>4.178E-02</td>
</tr>
<tr>
<td>WFG3</td>
<td>4.178E-02</td>
<td>4.178E-02</td>
</tr>
<tr>
<td>WFG4</td>
<td>4.178E-02</td>
<td>4.178E-02</td>
</tr>
<tr>
<td>WFG5</td>
<td>4.178E-02</td>
<td>4.178E-02</td>
</tr>
<tr>
<td>WFG6</td>
<td>4.178E-02</td>
<td>4.178E-02</td>
</tr>
<tr>
<td>WFG7</td>
<td>4.178E-02</td>
<td>4.178E-02</td>
</tr>
<tr>
<td>WFG8</td>
<td>4.178E-02</td>
<td>4.178E-02</td>
</tr>
<tr>
<td>WFG9</td>
<td>4.178E-02</td>
<td>4.178E-02</td>
</tr>
<tr>
<td>WFG10</td>
<td>4.178E-02</td>
<td>4.178E-02</td>
</tr>
</tbody>
</table>

### TABLE VII

<table>
<thead>
<tr>
<th>Test Instance</th>
<th>IM-MOEA</th>
<th>IM-MOEA*</th>
</tr>
</thead>
<tbody>
<tr>
<td>F1</td>
<td>4.178E-02</td>
<td>4.178E-02</td>
</tr>
<tr>
<td>F2</td>
<td>4.178E-02</td>
<td>4.178E-02</td>
</tr>
<tr>
<td>F3</td>
<td>4.178E-02</td>
<td>4.178E-02</td>
</tr>
<tr>
<td>F4</td>
<td>4.178E-02</td>
<td>4.178E-02</td>
</tr>
<tr>
<td>F5</td>
<td>4.178E-02</td>
<td>4.178E-02</td>
</tr>
<tr>
<td>F6</td>
<td>4.178E-02</td>
<td>4.178E-02</td>
</tr>
<tr>
<td>F7</td>
<td>4.178E-02</td>
<td>4.178E-02</td>
</tr>
<tr>
<td>F8</td>
<td>4.178E-02</td>
<td>4.178E-02</td>
</tr>
<tr>
<td>F9</td>
<td>4.178E-02</td>
<td>4.178E-02</td>
</tr>
<tr>
<td>F10</td>
<td>4.178E-02</td>
<td>4.178E-02</td>
</tr>
</tbody>
</table>

+/− / − + 1 / 5 / 4
D. Limitations and potential remedies

Although IM-MOEA has been shown to be very promising on a wide range of test problems, it has its limitations, like most other algorithms. One limitation comes from the reference vectors. In this work, the reference vectors are uniformly generated on a hypersphere. As shown by our experimental results, the uniform reference vectors work very well on most MOPs. However, uniformly distributed reference vectors may encounter big challenges if the PF has a very irregular distribution. For example, while the PF of most three-objective MOPs is a 2-D surface, the PF of three-objective WFG3 is a degenerate curve, resulting in a very narrow distribution in the objective space. Actually, such MOPs may cause general difficulties for all MOEAs relying on predefined reference vectors or reference points in the objective space [77]. To address this difficulty, methods for adapting the reference vectors to the distribution of the Pareto optimal solutions during the search can be helpful [78].

In addition, IM-MOEA may perform poorly when the shape of a PS is extremely complex. For most MOPs as studied in this work, the shapes of the PSs are relatively smooth even if the decision variables are linearly or nonlinearly correlated. However, some MOPs, such as F3 in [64], may have a very complex PS. We have tested the performance of IM-MOEA on F3 and the results are presented in Fig. 20. We can see that when the decision space is of 10 dimensions, the PF approximated by IM-MOEA is acceptable, as shown in Fig. 20(a). However, when the dimension of the decision space increases to 30, there is a significant loss of solutions on the right end of the PF, as shown in Fig. 20(b). To understand the reason for the loss of solutions, we have plotted the mapping from $f_1$ to $x_2$ in Fig. 20(c) and 20(d) for 10-D and 30-D, respectively. It can be seen that even if randomly uniformly distributed samples are collected in the objective space, very few samples fall in some particular regions in the decision space, e.g., probably because of the non-uniformity of the PF and the extreme non-smoothness in some intervals of the inverse model. One possible way to improve the performance of IM-MOEA for this type of MOPs is to increase the population size and the number of models. However, the performance improvement will be definitely at the cost of extra computational resources.

V. Conclusion

In this paper, an inverse model based multiobjective evolutionary algorithm (IM-MOEA) has been suggested. The idea is to build a number of inverse models that map sampled points in the objective space back to the decision space. The main benefit of having such inverse models compared to forward models is that samples can directly generated in the objective space in creating offspring, which is very convenient for generating solutions in preferred regions. The multivariate inverse model is decomposed into multiple univariate inverse models to make the model building easier, and the needed number of inverse models has been drastically reduced using a random grouping strategy. Each univariate inverse model is implemented using a Gaussian process, which is well suited for modeling probabilistic functional maps. The proposed IM-MOEA is demonstrated to perform robustly competitive on a variety of test instances compared to four representative MOEAs, as long as the shapes of the Pareto sets are not too complex. An additional benefit of IM-MOEA is that an arbitrary number of solutions can be generated using relatively little computational effort a posteriori by sampling using the built inverse models.

Future work includes how to exploit the inverse model based method for integrating user preferences during evolutionary multiobjective optimization. The computational efficiency of the present IM-MOEA is not ideal and it is worth further investigation to reduce the runtime in solving small to medium optimization problems. The scalability of IM-MOEA for solving large scale optimization problems remains to be examined. In addition, its potential capability to solve many-objective
optimization problems [79] and real-world problems [80] is to be demonstrated.
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