ABSTRACT
In this paper we propose a novel method for the topology optimization of mechanical structures, based on a hybrid combination of a neuro-evolution with a gradient-based optimizer. Conventional gradient-based topology optimization requires problem-specific sensitivity information, however this is not available in the general case. The proposed method substitutes the analytical gradient by an artificial neural network approximation model, whose parameters are learned by an evolutionary algorithm. Advantageous is that the number of parameters in the evolutionary search is not directly coupled to the mesh of the discretized design, potentially enabling the optimization of fine discretizations. Concretely, the network maps features, obtained for each element of the discretized design, to an update signal, that is used to determine a new design. A new network is learned for every iteration of the topology optimization. The proposed method is evaluated on the minimum compliance design problem, with two different sets of features. Feasible designs are obtained, showing that the neural network is able to successfully replace analytical sensitivity information. In concluding remarks, we discuss the significant improvement that is achieved when including the strain energy as feature.
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1. INTRODUCTION

Neuro-evolution is the field of designing artificial neural networks by using evolutionary algorithms [30, 11]. Inspired by its application to numerous problems like classification [9], pole-balancing [25, 13] or computer games [23, 24] we propose to apply a neuro-evolutionary process to the task of topology optimization. Concretely, we propose a method that uses neuro-evolution as part of a hybrid algorithm, combining it with a mathematical topology optimization algorithm.

In the field of structural optimization, the target of topology optimization is to provide an engineer or designer with an initial concept of a mechanical structure. This task is addressed by algorithms, which find the layout of a design by optimizing the distribution of material within a given design space, resulting in a geometrical layout defined by void and material regions.

Topology optimization algorithms operate on a cell mesh representation, in which each element is a discrete variable that can be empty or filled with material, subject to a constraint on the total mass. An example for a two-dimensional topology optimization design space for a structure with a static load and supports in the corners is given in Fig. 1. In the literature, mathematical methods [8, 10] and a variety of population-based methods are proposed for topology optimization, see [1, 22, 4, 29, 17] for some examples. In our work we combine aspects of both fields, therefore both are briefly introduced.

In density-based approaches [8] the binary problem is relaxed into a continuous problem by a material interpolation scheme. The relaxed problem is then solved by using rigorously derived adjoint sensitivities and specialized optimizers like the method of moving averages [28] or optimality criteria methods. Those approaches are computationally efficient and deal well with the typically very high dimensionality of topology optimization problems in industrial applications.

In Fig. 1 an example for the minimum compliance structure obtained with the state of the art gradient-based topology optimizer from [2] for a mass fraction of 40% is shown. However, although efficient, the gradient-based topology optimization is only applicable when the required problem-specific knowledge, i.e. the analytical adjoint sensitivities are available for the considered objective function.

Topology optimization methods which rely on stochastic search algorithms can attempt to directly optimize the discrete problem. In approaches using genetic algorithms the design is in the simplest cases encoded as a bit-array in which each bit represents one element of the mesh [18, 5, 29]. Ex-
tensions of the bit-array representation combine it with a skeleton geometry representation [4] or utilize a random tree encoding [17]. Recently a solid geometry based topology optimization [1] was proposed in which a geometry is obtained by a super-position of bars defined by triangulating a set of nodes. Other approaches use more sophisticated indirect encodings of the design based on cellular growth models [22, 26, 27].

Independent of the topology optimization method, the analysis of the design provides state information at all nodes and elements within the discretized design space, like e.g. local displacement, strain or energy values. Currently existing population-based methods neglect this information and rely on random variation (sometimes augmented with self-adaptation) of the solution.

An exception is the work of Kaveh et.al. [16] who optimize a minimum compliance design with an ant colony optimization methodology that uses the elemental local strain energy for determining the amount of pheromone that is placed on the elements. However, the algorithm is specialized to minimum compliance problems and does not preserve the generality of a population-based method. Another exception is [3], in which a more generic approach was proposed. Instead of specializing the topology optimization algorithm to the objective function, for example by manually determining gradients, a neuro-evolution is used for this task. Concretely, a directly encoded neural network model that provides a design update rule is optimized. Local displacement and densities are processed by the network and an update signal for each design variable is provided. This update signal is used instead of true analytical sensitivities in a gradient-based topology optimization algorithm. In this way the generality of evolutionary optimization is combined with the established methods from mathematical topology optimization. As the evolutionary optimization is operating on the network parameters, it is not facing an increased problem dimensionality when the mesh size is increased, respectively when a more fine grained structure is required. The method aimed for a general model, respectively a general rule for a class of problems. It was evaluated on the minimum compliance problem, however, in several cases the optimization converged to local optima and results on the generality of the model were not published.

Similar to [3] we propose a combination of neuro-evolution and a gradient-based topology optimization algorithm. However, our approach is scaled to achieve a single topology optimization of a design, by optimizing a unique neural network for each design update.

The next section briefly presents a standard gradient-based topology optimization method for the minimum compliance problem. Section 3 introduces the neuro-evolutionary topology optimization algorithm, followed by the concept of local state features in Sect. 4. In Sect. 5 experiments and results are described. The paper is concluded in Sect. 6.

## 2. MINIMUM COMPLIANCE TOPOLOGY OPTIMIZATION

A relevant problem in the field of topology optimization, which is frequently used as benchmark problem is to minimize the compliance of a structure. It is a suitable test problem for our algorithm since it is possible to evaluate our results with respect to a well established baseline and analytical sensitivity information. Furthermore, the non-linear relation between the elemental displacements and the analytical sensitivity will show to provide a challenging task for the learning of the neural network.

Besides from that, the implementation of the minimum compliance optimization is facilitated by the availability of efficient algorithm and solver implementations available in literature [2]. In this section the required concepts for a gradient-based topology optimization are introduced, as described in [8], where a density-based material distribution approach is applied.

We consider to minimize the compliance $c$ (i.e. maximizing the stiffness) of a structure subject to a mass constraint in a two-dimensional rectangular design space. The design space is discretized in $N = N_x \times N_y$ uniform square finite elements. $N_x$ and $N_y$ define the number of elements in horizontal and vertical direction, respectively. For relaxing the problem a continuous density $x_i \in [x_{\text{min}}, 1]$ is assigned to each element $i$ of the mesh in the originally binary problem. The minimum density $x_{\text{min}} = 0.001$ is introduced in order to avoid numerical problems. The SIMP (solid isotropic material with penalization) scheme [7] determines the Young’s
modulus \( E_i(x_i) \) of the material in element \( i \) according to:
\[
E_i(x_i) = x_i^p E_0,
\]
with \( E_0 \) the Young’s modulus of the full material and a penalization \( p \). The penalization renders the use of intermediate densities inefficient and drives the structure towards a discrete design.

The minimum compliance topology optimization problem in its finite element formulation subject to a mass constraint can be stated as \([8]\):
\[
\begin{align*}
\min \ c(x) &= \mathbf{u}^T \mathbf{f} \\
\text{s.t.:} \quad \mathbf{K}(x)\mathbf{u} &= \mathbf{f}, \\
V(x) &= V_f, \\
0 &< x_{\text{min}} \leq x_i \leq 1, \quad i = 1, \ldots, N.
\end{align*}
\]

The vectors \( \mathbf{u} \) and \( \mathbf{f} \) are the global displacements and the forces vector, respectively, and \( \mathbf{K} \) is the global stiffness matrix. A volume constraint \( V_f \) is imposed, specifying the proportion of design space which can be filled with material.

Problem (2) can be solved by a standard optimality criteria method (OC-update). A heuristic update scheme that redistributes material among the design variables and maintains the volume constraint is \([8]\):
\[
x_{i}^{\text{new}} = \begin{cases} 
\max(x_{\text{min}}, x_i - m) & \text{if } x_i B_i^p \leq \max(x_{\text{min}}, x_i - m), \\
\min(1, x_i + m) & \text{if } \min(1, x_i + m) \leq x_i B_i^p, \\
x_i B_i^p & \text{else},
\end{cases}
\]

with the move-limit \( m \), damping coefficient \( \eta \), and
\[
B_i = \frac{\partial c}{\partial x_i}/\Lambda,
\]
with the adjoint sensitivity \( \frac{\partial c}{\partial x_i} \) and subject to the assumption that every element has a unit volume. The Lagrangian multiplier \( \Lambda > 0 \) is found using a bi-sectioning algorithm, which tunes the material redistribution in (3) such that the volume constraint holds. Based on the sensitivities the optimizer increases or decreases the design variables, respectively the material in the element. For the considered case, the analytical compliance sensitivities are given as:
\[
\frac{\partial c}{\partial x_i} = -px_i^{p-1}u_i^T \mathbf{k}_0 u_i,
\]
where \( \mathbf{k}_0 \) is the elemental stiffness matrix and \( u_i \) is the elemental displacement vector. This information is only used for comparison, since in our work the replacement of this analytic information by an evolved model is investigated.

In order to impose a minimum length scale and prevent numerical instabilities like checkerboard patterns a sensitivity filtering scheme is applied. The sensitivities \( \frac{\partial c}{\partial x_i} \) are filtered according to:
\[
\frac{\partial c}{\partial x_i} = \frac{1}{x_i} \sum_{j \in N_i} H_{ij} \sum_{j \in N_i} H_{ij} x_i \frac{\partial c}{\partial x_i}
\]
where \( N_i \) is the set of elements whose center lies within the radius \( r_{\text{min}} \) around the center of element \( i \). \( H_{ij} \) is defined as
\[
H_{ij} = r_{\text{min}} - \text{dist}(i,j)
\]
where \( \text{dist}(i,j) \) is the center to center distance of elements \( i \) and \( j \). In essence, the filter averages the elemental sensitivities over the neighboring elements within the radius \( r_{\text{min}} \).

The density-based topology optimization starts with an initial design guess, e.g. a homogenous distribution of density \( x_i = V_f \), and involves the following iterative steps:

1. Design evaluation by solving the state equation in (2)
2. Computation of sensitivities (5)
3. Filtering of sensitivities (6)
4. Optimality criteria update (3)
5. If not converged, repeat from 1.

In the following section this algorithm is augmented by a neuro-evolutionary learning process in order to address objective functions with unknown sensitivities. Note that the OC-update and the filtering of sensitivities can be generally utilized, in contrast to the compliance objective function, which is only a specific test case.

### 3. Neuro-evolutionary topology optimization

In this section we introduce the proposed Neuro-Evolutionary Topology Optimization (NETO) algorithm as a generic method for topology optimization based on material redistribution. The topology optimization algorithm from [2] presented in the preceding section is an efficient approach, however it requires analytic sensitivities which can be difficult to obtain in the general case. This paper explores the possibility of heuristically substituting these analytical sensitivities by a regression model. The parameters of the model are optimized by an evolutionary strategy before its output is applied to determine a new structural design. The hybrid combination of a population-based method with gradient-based topology optimization provides the advantage that some well established methods like SIMP, problem regularization and the optimizers can be used. Algorithms that combine a global search with a local search are often called memetic algorithms [20]. Our approach is such a combination, however conventionally the local search is applied to enhance the global search. The NETO algorithm instead uses the global optimizer in order to provide a direction in a local, gradient-based search for an optimal design topology. In the next paragraph the choice of a neural network and the evolutionary optimizer are motivated.

The choice of a neural network as approximation model does not constitute an incorporation of previous knowledge on the considered problem. This is relevant since the target of NETO is to provide a generic topology optimization method. When applied to the optimization of directly encoded artificial neural network models, the covariance matrix adaptation evolutionary strategy (CMA-ES) [12] has shown to be a competitive approach [13]. Additionally in [3] first insights have been gained on applying neural networks for the task of representing update signals in topology optimization. Therefore, as a first attempt to address the issue of model choice we propose to use a fully connected feed-forward multi-layer perceptron (MLP) with one hidden layer with sigmoidal activation functions and a linear output neuron. The inputs of the MLP are features obtained
Figure 2: A feed-forward network with one hidden layer, processing local state features.

from the analysis of the design and are described in detail in Sect. 4. An illustration of the MLP and its inputs is depicted in Fig. 2. We designate the model output as $S_i$ and the model inputs $s_{ij}$ for $i = 1, \ldots, N$ and $j = 1, \ldots, J$, with $J$ the number of features. The parameters subject to CMA-ES optimization are hidden weights and biases, and output weights. For the evolutionary optimization these parameters are directly encoded sequentially as a vector of real values. It is important to distinguish between the topology of the neural network model and the topology of the design. Since the neurons and connections within the network are fixed, the topology of the network does not change. With the term “topology” we only refer to the topology of the design (i.e. the mechanical structure) which is to be optimized.

The gradient-based topology optimization, as described in the previous section and the NETO algorithm are depicted on the right and left side of Fig. 3, respectively. For NETO, two optimization loops can be distinguished. The outer loop is the actual topology optimization, which is closely related to the gradient-based topology optimization. However, instead of computing analytical sensitivities, the inner loop with the CMA-ES optimization of the MLP is started. The quality (respectively fitness) of a MLP is defined as the reduction in compliance - respectively in the general case the improvement of the objective of the topology optimization. This quality is obtained by emulating a single topology optimization step, consisting of filtering, OC-update and design evaluation. In this update, the sensitivities are substituted by the MLP output. Formally, $\frac{\partial c}{\partial x}$ is replaced by the model output $S_i$, in the equations of the preceding section. In the filtering scheme (6) and the OC-update (3) the MLP output is then treated exactly as analytical sensitivities would be. The better the MLP substitutes the analytical sensitivities the more the compliance of the new design is reduced. The best MLPs are selected as parents and a new set of MLP candidates is provided by the variational operators of the CMA-ES optimizer. This inner loop is repeated until a convergence criterion is met. Then the optimized MLP is used in the outer topology optimization loop to perform a persistent design update. Identical to the inner loop the update is performed using the MLP output as substitute for sensitivities. In this way, the outer loop in every iteration performs a CMA-ES search followed by a design update, until a convergence criterion is met.

4. LOCAL STATE FEATURES

In this section we will introduce the inputs of the MLP, respectively the features used. In topology optimization, evaluating the structure not only yields its performance, but at the same time a detailed state information. The mathematical approaches often utilize this state information to compute the adjoint sensitivities of the objective function, revealing that these data contain valuable information for optimization. Some examples are compliance minimization, eigenvalue maximization, thermal conductivity maximization or compliant mechanism synthesis [8]. Accordingly, the state contains valuable information on how beneficial increasing or decreasing an elemental material density is.

This fact is also used by biologically-inspired approaches that use state information for heuristically conducting a topology optimization. In [6, 19] the stress within an element is used as basis for topology optimization inspired by the natural growth processes in trees. The bi-directional evolutionary structural optimization approach [14], which despite the name is not mimicking Darwinian evolution, uses an elemental “sensitivity number” computed from state information. Based on this, material in elements is discretely switched on or off. In the field of crashworthiness design, in which sensitivity information is difficult to obtain, Patel [21] uses a hybrid-cellular automata algorithm which operates on the elemental internal energy density for material distribution.

State information is characteristically defined locally for every element and the corresponding nodes in the discretized mesh. We therefore term the model inputs Local State Features (LSF). The choice of LSF is critical to the performance of NETO, since for weak LSF, which contain little information, the learning task can be very challenging, and on the other hand for strong LSF the learning task can be relatively easy. Depending on the objective function and the type of analysis, different LSF are available. For the minimum compliance problem, the most basic LSF are naturally those variables computed by the solver, which for a (displacement-based) finite element solver are the nodal displacements $u$. In the considered two-dimensional problem, each element is defined by four nodes, which can be displaced horizontally and vertically. For element $i$ an eight-dimensional displacement vector $u_i = [u_{i1}, \ldots, u_{i8}]^T$ results. Another very basic LSF is the material density in an element $x_i$, i.e. the design variable. These basic LSF are illustrated in Fig. 4. Furthermore, it is possible to post-process those basic LSF to obtain stronger features which represent some physical information, as for example elemental strains, stresses or energy. This is a possibility to incorporate expert knowledge, depending on the problem and the solver used.
For the minimum compliance problem, the elemental strain energy can be considered as a valuable higher level feature. It can be constructed from the basic features according to:

\[ W_i = x_i^T u_i^T k_0 u_i. \] (8)

Previous knowledge on the problem is incorporated implicitly by choosing this feature over other physical information (like e.g. elemental strains or stresses) and explicitly since the computation of the stiffness matrix requires the material constants and the element type to be known.

5. EXPERIMENTS

5.1 Setup

In this section the performed experiments are described. The problem of designing a two-dimensional structure as in Fig. 1 was chosen as test problem for evaluating the neuro-evolutionary topology optimization. The design space is discretized with a mesh size of \( N = 70 \times 28 = 1960 \) elements and an element size of 1mm \( \times 1 \)mm, a load of \( F = 1\)N, and a target volume fraction \( V_f = 0.4 \) is chosen. Young’s modulus and Poisson’s ratio are set as \( E_0 = 1N/mm^2 \) and \( \nu = 0.3 \) respectively. The radius of the sensitivity filter is set to \( r_{\text{min}} = 2.5 \)mm. Intermediate densities are penalized with \( p = 3 \). A homogenous distribution of material \( (x_i = V_f, i = 1, \ldots , N) \) is used as initial design guess. The resulting design, when applying the optimizer from [2] is shown in Fig. 1.

For our experiment two sets of LSF are chosen. LSF set I consists of the basic LSF i.e. the elemental displacement vector and the elemental density as introduced in section 4. Accordingly for LSF set I it holds

\[ s_{ij}^I = \begin{cases} u_{ij} & \text{for } j = 1, 2, \ldots , 8, \\ x_i & \text{for } j = J^I = 9. \end{cases} \] (9)

This set of features does not include additional previous knowledge about the problem and is generally available when a displacement-based finite element solver is applied for analyzing the design.

LSF set II is meant to demonstrate how additional expert knowledge can be utilized to enhance the method. It consists of the same features as LSF set I extended by the strain energy absorbed by the element:

\[ s_{ij}^{II} = \begin{cases} u_{ij} & \text{for } j = 1, 2, \ldots , 8, \\ x_i & \text{for } j = 9, \\ W_i & \text{for } j = J^{II} = 10. \end{cases} \] (10)

As approximation model we apply a MLP with ten hidden neurons. The number of hidden neurons was chosen based on a set of preceding test runs. This yields a search dimension for the CMA-ES optimization of 110 (LSF set I) and 120 (LSF set II) dimensions, respectively. Based on the recommendations from [12], the parent population size was chosen as \( \mu = 9 \) (aiming for a slightly more explorative behavior) and the offspring population size was chosen as \( \lambda = 18 \).

A maximum number of iteration was chosen as convergence criteria. For LSF set I the outer topology optimization is run for 60 iterations, and each inner CMA-ES is run for 500 iterations. For LSF set II the outer topology optimization is run for 30 iterations and each inner CMA-ES is run for 100 iterations, since in test runs a much faster convergence was observed for this LSF set.

The initial step size of the CMA-ES is chosen as 0.01 and the MLP parameters of the first inner loop are initialized between -0.01 and 0.01. For any but the first inner loop, the optimized MLP parameters and the covariance matrix from the previous CMA-ES run are used as starting point. Only the global step size of the CMA-ES is reset.

As the OC-update can only deal with negative sensitivities any positive model output is replaced by zero. For infeasible
ble weights the MLP may provide output which renders a design update impossible - for example when outputs for all elements are identical. In such cases the model candidate is assigned a high objective value. The inputs of the MLP are normalized to zero mean and to the range between $-1$ and $1$, based on the numbers obtained from the initial design.

The implementation from [15] for the CMA-ES and the Python implementation from [2] for the topology optimizer and design analysis are used, respectively. Each run was started for 20 different random seeds. An overview of the results in terms of compliance is given in Tab. 5.1. In the following the results for the two feature sets are presented separately.

### Table 1: Compliance of best structures obtained by NETO using LSF set I and II, in each case based on 20 runs with different random seeds, and the baseline compliance.

<table>
<thead>
<tr>
<th>Feature Set</th>
<th>Compliance/mJ</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>25.011</td>
</tr>
<tr>
<td>NETO</td>
<td>Best: 27.258, Median (± std): 34.499 (±5.593), Worst: 50.619</td>
</tr>
<tr>
<td>LSF set I</td>
<td>23.684, 23.877 (±0.439)</td>
</tr>
<tr>
<td>LSF set II</td>
<td>27.258</td>
</tr>
</tbody>
</table>

### 5.2 Results LSF set I

Fig. 5 shows the median compliance over the number of performed CMA-ES iterations. Peaks in the compliance can be observed. These result from the update of the design and the restart of the inner CMA-ES optimization. On the new design the MLP initially performs worse than on the preceding design. This indicates that the MLP optimized for the previous design, is not valid for the new design and needs to be adapted. It can be seen that the optimization is to the most part converged after roughly 30 design updates (i.e. $1.5 \times 10^4$ CMA-ES iterations), but there are still small fluctuations towards the end.

### Figure 5: The median compliance of the best design over the number of performed CMA-ES iterations, for LSF set I.

### Figure 6: Best designs and compliance / mJ obtained for NETO for LSF set I from top to bottom: For the worst run, for the run closest to the median performance and for the best run.

Fig. 6 shows the best design of the best and worst run, and the best design of the run closest to the median performance. Similar as in Tab. 5.1 from the compliance value, it can be noticed visually that there is a high variance in the solutions. The best design has in essence the same layout as the baseline solution in Fig. 1, although with less straight boundaries. It can be interpreted as the same concept. In the sense that topology optimization yields a concept for a new structure, the generic update signal has successfully replaced the analytical sensitivities. Also the design obtained by the run closest to the median is showing similar characteristics as the baseline solution and might consist a valuable design concept. However, the structure is less symmetric and has even less straight connections. In the case of the worst run, the solution is not utilizing the full design space and quite different from the targeted baseline.

### 5.3 Results LSF set II

From Tab. 5.1, a clear improvement in the quality and a strong reduction of the variance is obtained for LSF set II. Fig. 7 shows the median compliance over the number of performed CMA-ES iterations. Clear steps reducing the compliance are visible for some of the iterations. In these iterations the MLP is applied to a new design and is instantly performing well. This is different to the compliance curve of LSF set I in Fig. 5. It indicates that the MLP using the strain energy feature can be generalized from one design to the next. A convergence can be observed after approximately 25 design updates (i.e. $2.5 \times 10^3$ CMA-ES iterations).

Fig. 8 shows the best design of the best and worst run, and the best design of the run closest to the median performance. As indicated by the small variance in the compliance value, also the designs show little variation. Best and me-
Figure 7: The median compliance of the best design over the number of performed CMA-ES iterations, for LSF set II.

The median design are visually extremely similar to the baseline in Fig. 1. Even the worst run yields a design, from which the same layout of the baseline can be easily identified. This shows, that for LSF set II, NETO is capable of successfully substituting the analytical sensitivities.

5.4 Discussion

A large difference in the performance of the two feature sets can be observed. NETO with LSF set II performs extremely well compared to LSF set I. There is a clear convergence to a constant value, in about 10% of the time. All obtained design concepts are very similar to the baseline. LSF set II extends the basic features by the elemental strain energy and minimizing compliance is defined by minimizing the energy absorbed by the design. Therefore an improvement can be expected for including the strain energy as LSF. When comparing the strain energy in (8) with the true compliance sensitivity in (5) a strong correlation is intuitive. This demonstrates that the NETO algorithm offers the possibility to include expert knowledge in the form of analytical or semi-analytical gradient information - and that the results can significantly benefit from it. From Tab. 5.1 it can be seen that the median compliance is even slightly better than that of the baseline, however considered from a conceptual level this improvement is not significant. This unexpected observation could result from a lack of tuning of the baseline algorithm, but it is also thinkable that the optimization of the complete design update step yields a slightly better design.

NETO can even provide the engineer with a sensible design concept when LSF set I is used. This result is especially interesting from the generalization point of view. Since a strong feature like the strain energy might not be available for other objective functions, it is important to note that the MLP is able to sufficiently substitute the non-linear relation of basic features and the analytical sensitivity in (5). That this is a challenging optimization task is indicated by the high solution variance.

Figure 8: Best designs and compliance / mJ obtained for NETO for LSF set II from top to bottom: For the worst run, for the run closest to the median performance and for the best run.

The choice of features depends on the problem and on the available expert knowledge. From the experiments, we recommend to use the potentially strongest LSF, especially when these represent analytical or semi-analytical sensitivity information. Our results indicate that if no such features are available, this can partially be compensated by a higher computational effort.

6. CONCLUSIONS

A novel approach for the topology optimization of structures, is proposed in this paper. NETO is a hybrid algorithm combining a neuro-evolution with methods from gradient-based topology optimization. We see the main potential for our method in an application to objective functions for which mathematical gradients are difficult to obtain. However, in order to perform a statistical evaluation and a baseline comparison, NETO was applied to a minimum compliance problem. The algorithm is able to provide feasible designs even when only basic features are used. When including the elemental strain energy as feature, a significant improvement can be observed both in convergence and solution quality.
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