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ABSTRACT

Tree-based pipeline optimization tool (TPOT) is used to automatically construct and optimize machine learning pipelines for classification or regression tasks. The pipelines are represented as trees comprising multiple data transformation and machine learning operators — each using discrete hyper-parameter spaces — and optimized with genetic programming. During the evolution process, TPOT evaluates numerous pipelines which can be challenging when computing budget is limited. In this study, we integrate TPOT with Bayesian Optimization (BO) to extend its ability to search across continuous hyper-parameter spaces, and attempt to improve its performance when there is a limited computational budget. Multiple hybrid variants are proposed and systematically evaluated, including (a) sequential/periodic use of BO and (b) use of discrete/continuous search spaces for BO. The performance of these variants is assessed using 6 data sets with up to 20 features and 20,000 samples. Furthermore, an adaptive variant was designed where the choice of whether to apply TPOT or BO is made automatically in each generation. While the variants did not produce results that are significantly better than "standard" TPOT, the study uncovered important insights into the behavior and limitations of TPOT itself which is valuable in designing improved variants.

1 INTRODUCTION

Researchers and practitioners have a significant interest in developing numerical models that have good predictive capability to deal with classification or regression tasks. Given that the choice of model(s) and the ways they can be combined to accomplish these tasks is virtually unlimited, the choice is best dealt using automated machine learning tools (AutoML) [8] in lieu of manual selection. Machine learning models can be employed individually, or sequentially; using the output of one model as the input to the next, harnessing the strengths of multiple models simultaneously. When combined in this manner, the models are collectively known as a machine learning pipeline [13]. Each model has its own unique set of hyper-parameters which must be prescribed before application of the model. The hyper-parameters control various aspects of the model behavior and can take continuous, discrete, binary or even categorical values. In designing a machine learning pipeline, one needs to decide on the following:

(1) Which models to use in the pipeline?
(2) How are they organised relative to each other?
(3) What are the values of their respective hyper-parameters?

Tree-based pipeline optimization tool (TPOT) [13] is a Python library, built on top of the Distributed Evolutionary Algorithms (DEAP) [3] library, designed to automate this machine learning pipeline development process for classification or regression tasks[1]. It represents pipelines as tree-based data structures, constructed using the genetic programming (GP) methods provided by DEAP.

One significant limitation of TPOT is that, for all its sophistication in utilizing GP, it still relies on a random-search method for tuning hyper-parameters using discretized hyper-parameter spaces. When a new model is added to a pipeline during the initialization or mutation, its hyper-parameters are uniformly randomly sampled from their respective value ranges. While many hyper-parameters are essentially continuous variables, TPOT discretizes the continuous search spaces with an arbitrary granularity. Although this approach is somewhat effective, the fact still remains that unless the global optimum value for a given hyper-parameter lies on the exact point of discretization, TPOT will not find it. Another issue, is related to the use of TPOT in settings where the computational budget is limited, i.e., there is a limit on the number of pipelines that can be evaluated during the course of search. Since pipelines


1The methods proposed in this paper were developed using the TPOTRegressor class, however they are equally applicable to the TPOTClassifier class as well.
in TPOT are evolved using an evolutionary algorithm (GP), many evaluations are required in order to achieve convergence, which is critical if the ML task involves long training times.

Optuna [1](https://optuna.org/) is a hyper-parameter optimisation library for Python which employs Bayesian optimisation (BO) [14] to tune hyper-parameter values. It uses a Tree-based Parzen Estimator (TPE) [2, 4] as the underlying surrogate model, built using historical information to estimate and suggest promising values. Unlike TPOT, Optuna has no limitations on the type of values the hyper-parameters can take, however it is not as effective at constructing/selecting models as TPOT.

Based on the above, TPOT can be thought of as an effective tool for exploration of the space of possible pipelines, and Optuna as an effective means for exploitation of those pipelines, by fine-tuning their hyper-parameters — harnessing the strengths of both. In this study, we follow this line of inquiry to construct three hybrid variants of TPOT and BO — along with a “standard” TPOT baseline — and evaluate them on a range of datasets to draw insights that will be valuable for designing improved optimization approaches.

2 BACKGROUND AND RELATED WORK

There has been significant growth and interest in industrial applications of machine learning in recent years. Identification of a model to deal with a regression or a classification task involves repetitive and computationally demanding evaluation of various models and their combinations with potentially numerous hyper-parameter settings. Automated machine learning (AutoML) has emerged as an effective approach to deal with the above problem where optimal pipelines consisting of data pre-processing, feature engineering, model selection with tuned hyper-parameters are sought. A review of the history of AutoML tool development along with a comprehensive analysis of existing tools and their functionalities appears in [16]. Some prominent open source developments include Auto-Weka [11], TPOT [13], auto-sklearn [6], and H2O [15]. The developments have typically focused on two specific areas: how to represent and combine multiple models in a pipeline and how to find the best hyper-parameter settings for the underlying models. TPOT adopts a tree-based representation for its pipelines and modifies the trees through GP. This scheme in TPOT can potentially lead to the generation of infeasible, or duplicate, pipelines which are not evaluated. As for the hyper-parameters of the models, TPOT relies on the use of random search within a discretized parameter space. This is motivated by the observation reported in [3] where it was shown that such a scheme can discover high-performing parameter sets faster than a more comprehensive search.

Hyper-parameter optimization methods evaluate promising configurations such as via successive halving [10] or via BO. For example, Gaussian process models constructed using historical data have long been employed in BO [9]. Alternatively, a tree structured Parzen estimator (TPE) [2, 4] can be used where the models are represented as trees involving a large number of continuous, discrete, binary and categorical hyper-parameters. A recent review of BO methods can be found in [17]. Optuna [1] is an open source hyper-parameter optimization framework that supports BO via TPE. While the original implementation used an independent TPE sampler, which ignores the interaction among the hyper-parameters, a multivariate TPE sampler has recently been added which has significantly improved the efficiency of the optimization process.

Building upon the above developments, we present here a framework that is aimed at combining the strengths of TPOT and BO. Within the framework, multiple variants have been constructed, including those that use BO sequentially or periodically and those that use discrete or continuous search spaces for BO. The framework is outlined in Section 3, followed by numerical experiments and detailed analysis in Sections 4 and 5. Based on the observations, another variant that includes the automatic selection of the TPOT/BO step has also been studied and presented in Section 5. The summary of the findings along with additional challenges and potential future directions are discussed in Section 6.

3 BO-TPOT SUITE

The proposed BO-TPOT\(^2\) is a suite of methods which aim to augment the current capabilities of TPOT using BO. Three variants of BO-TPOT are presented below: TPOT-BASE, TPOT-BO-S and TPOT-BO-ALT. Briefly, TPOT-BASE executes baseline TPOT for the entire computational budget of pipeline evaluations (i.e., cross-validation on the input data set). TPOT-BO-S executes TPOT until a certain point and then switches to BO for the remainder of the pipeline evaluations, while TPOT-BO-ALT alternates between TPOT and BO steps a few times over the run for a pre-defined number of pipeline evaluations each. More details are given below.

3.1 TPOT-BASE

To evaluate the performance of the variants, the baseline performance of TPOT is first established. TPOT-BASE loads the training data \(D\) for the given problem and using the TPOT Python library, a given population of \(nP\) pipelines is constructed and evolved using a set of genetic programming (GP) operators \(\rho\) over \(nGt\) generations. The result is a set \(S\) of \(nGt \times nP\) evaluated pipelines, minus any which were not evaluated due to time-out, or other issues. Algorithm 1 provides the pseudo-code for this baseline procedure. The output is given as a Python dictionary object, the keys for which are the string representations of the pipelines in \(S\). Hyper-parameter values can be drawn from (discretized) continuous spaces, integers, categorical or boolean values.

**Algorithm 1:** TPOT-BASE

<table>
<thead>
<tr>
<th>Input</th>
<th>D: training data; nP: population size; nGt: total generations; (\rho): GP parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Output</td>
<td>S: set of evaluated pipelines</td>
</tr>
<tr>
<td></td>
<td>1: (T \leftarrow) TPOTRegressor object created using (nP) and (\rho)</td>
</tr>
<tr>
<td></td>
<td>2: (S \leftarrow) result of fitting (T) on (D) for (nGt) generations</td>
</tr>
<tr>
<td></td>
<td>3: return (S)</td>
</tr>
</tbody>
</table>

3.2 TPOT-BO-S: Single instance BO step

At its core, TPOT employs random search for hyper-parameters based on a discrete search space. The use of discretized search spaces for all the hyper-parameters, and random search to identify them, could turn out inefficient choices — especially when the

\(^2\)Code available at https://github.com/AngusKenny/BO-TPOT.
computing budget is limited. Furthermore, since TPOT evaluates multiple pipelines in every generation, the computational budget can easily be exhausted within a few generations.

Bayesian optimization methods are typically used when the computational budget in terms of candidate evaluations is limited. BO methods build a surrogate model to approximate the fitness function and maximize an acquisition function, typically based on predicted mean and associated uncertainties, to determine the next sampling location. This means that combining BO with TPOT will allow TPOT-BO-S to be more selective in terms of sampling the hyper-parameter values, compared to TPOT on its own.

Some AutoML tools (e.g., auto-sklearn) employ Bayesian optimization (BO) for model selection. However, these tools typically deal with fixed pipeline structures — not with flexible ones like TPOT does — meaning BO is more frequently used in hyper-parameter optimization. Therefore, TPOT-BO-S is applied to fine-tune the hyper-parameters of the best pipeline identified by TPOT at a prescribed point, e.g., after some number ($n_G$) of generations.

The pseudo-code for TPOT-BO-S is given in Algorithm 2. It uses $S$, typically the output generated by TPOT-BASE at a prescribed stopping point $n_G$, to determine $s$, the pipeline with the smallest cross-validation (CV) error, which is chosen as the candidate for improvement by BO. All pipelines with a matching structure to this candidate pipeline are extracted from $S$ to make a new set of pipelines $\bar{S}$ (Line 1). Two unique pipelines are said to have matching structures if they contain the same operators, organised in the same way, but with different hyper-parameter values.

The hyper-parameter values for the pipelines in $S$ are used to initialise a model $M$ (Line 2) and BO is allowed to evaluate a total of $n_E = (n_G - n_G_d) \times N_p$ pipelines, where $n_G_d$ is the total number of TPOT generations and $N_p$ is the population size. This ensures that the total computing budget consumed by TPOT-BO-S is equivalent to that consumed by the full TPOT-BASE execution. Pipelines with hyper-parameters suggested by BO are successively evaluated (Line 7), and $M$ is updated (Line 13), until the computational budget has been exhausted, at which point the total set of evaluated pipelines is returned.

Occasionally, there do not exist sufficient unique combinations of hyper-parameter values to satisfy the entire budget, which can result in TPOT-BO-S falling into an infinite loop. To avoid this, a counter is maintained which triggers a second stopping condition if no new pipelines are evaluated within 100 consecutive attempts (Line 9). If this condition is reached, the BO step is prematurely terminated, returning the best pipeline so far.

Unlike TPOT operating with discretized hyper-parameter values, BO is not limited to discrete spaces and can undertake a much finer-grained hyper-parameter search. Although many of the models supported by TPOT have continuous hyper-parameters, TPOT discretizes them in its standard implementation. Hence, on its own, TPOT might not be able to find the optimal value for a given hyper-parameter unless it happens to exist in the discretized set of values. In contrast, the surrogate model and acquisition function of BO based on TPE can operate seamlessly within discrete, continuous and categorical hyper-parameter search spaces.

3.3 TPOT-BO-ALT: Alternating TPOT and BO steps

An alternative strategy to TPOT-BO-S, but with similar intent, is referred here as TPOT-BO-ALT. TPOT-BO-S invests a large portion of its computational budget to improve a single candidate pipeline in its BO step. However, this is only effective when the pipeline selected has enough room for improvement in the first place. As there is no way of knowing this a priori, TPOT-BO-S essentially locks-in its choice of pipeline structure and hopes that further improvements materialize during the BO step.

TPOT-BO-ALT, presented in Algorithm 3, incorporates the ideas developed in TPOT-BO-S, but addresses the issue raised by its potentially high-risk strategy of investing the computational budget in a single pipeline. It does so by dividing the total computational budget into a series of alternating TPOT (Line 5) and TPOT-BO-S (Line 6) steps, incrementally evolving the population, and improving the best candidate, as it goes. Fewer BO evaluations are thus invested in any single pipeline, but the risk that a large portion of the computational budget will be wasted at the end is significantly reduced.

The total computing budget is divided into $n_l$ iterations, with each further divided into a TPOT and a TPOT-BO-S step. The total number of TPOT generations $n_G$ and the number of generations per TPOT step $n_G_d$ are specified as part of its input. To ensure a fair comparison, $n_G_d$ is set the same as for TPOT-BASE and $n_G$ is set the same as for TPOT-BASE, divided by $n_l$. This means the total sum of TPOT and BO evaluations is the same as the initial (full) TPOT-BASE execution. Minor variations may result due to any skipped evaluations during the TPOT step, or a prematurely terminated BO step.

4 NUMERICAL EXPERIMENTS

This section discusses the test problems and experimental settings used to benchmark the BO-TPOT variants presented so far.
Algorithm 3: TPOT-BO-ALT

Input: $D$: training data; $nG$: total generations; $nP$: population size; $nl$: iterations; $nG_*$: generations in TPOT step; $\rho$: GP parameters
Output: $S$: set of evaluated pipelines
1: $T \leftarrow$ TPOTRegressor initialized using $nP$ and $\rho$
2: $nE \leftarrow (nG - nl \times nG_*) \times \frac{nP}{nG}$, number of TPOT-BO-S evaluations
3: $S \leftarrow \emptyset$, evaluated pipeline set
4: for $nl$ iterations do
5:  $S \leftarrow$ update with result of $T$ on $D$ and $S$ for $nG_*$ generations†
6: end for
7: return $S$

† initially, $T$ is fit for $nG_* - 1$ generations, to account for the starting population.

4.1 Test problems

The experiments were conducted using six well-studied data sets drawn from the literature [7]. These data sets were chosen to have a good representation of real-world regression problems with a diverse number of features. They are presented in Table 1. Categorical features in the data are encoded as integer values.

Table 1: Six data sets used in this study, obtained from the OpenML repository (https://openml.org/). Note that brazilian_houses has been abbreviated to b_h.

<table>
<thead>
<tr>
<th>Problem</th>
<th>#features</th>
<th>#samples</th>
<th>Problem</th>
<th>#features</th>
<th>#samples</th>
</tr>
</thead>
<tbody>
<tr>
<td>quake</td>
<td>3</td>
<td>2,178</td>
<td>socmob</td>
<td>5</td>
<td>1,156</td>
</tr>
<tr>
<td>abalone</td>
<td>8</td>
<td>4,177</td>
<td>b_h</td>
<td>12</td>
<td>10,692</td>
</tr>
<tr>
<td>house_16h</td>
<td>16</td>
<td>22,784</td>
<td>elevators</td>
<td>18</td>
<td>16,599</td>
</tr>
</tbody>
</table>

4.2 Experimental design

The code was implemented in Python, with the TPOT Python library [13] providing the main TPOT implementation and Optuna Python library [1] providing the Bayesian optimisation (BO) tools. Implementation details and documentation for the BO-TPOT suite of tools along with the source code are available via GitHub (link withheld for anonymity during the review).

To observe their statistical behaviour, the algorithms in the BO-TPOT suite were compared based on the results obtained from 21 runs, against the baseline provided by TPOT-BASE with default TPOT parameters including population size $nP = 100$, evolved for a total of $nG = 100$ generations, with mutation rate of 0.9, crossover rate of 0.1 and 5-fold cross-validation of mean squared error during fitting. For TPOT-BO-S, the set of input pipelines was the output for TPOT-BASE after 80 generations and the number of evaluations was $nE = 2000$. For TPOT-BO-ALT, the number of generations per TPOT step was $nG_* = 8$ and the number of iterations was $nl = 10$.

All runs were carried out using both discrete and continuous hyper-parameter spaces during the BO steps, in order to assess any advantage that a fine-grained search might provide.

Because so many pipeline evaluations must be performed, the run time of a single experiment can potentially span days. Therefore, for problems with a large number of features and samples (b_h, house_16h, elevators), the evaluation time per pipeline was restricted to 1 minute; the rest were allowed the TPOT default of 5 minutes per pipeline.

5 RESULTS AND DISCUSSION

The results from the experiments are presented in Table 2 for each problem, sorted by the size of the problem (smallest to largest). For each problem, the best, worst, median and mean cross validation (CV) error and the standard deviation is listed based on 21 runs. For TPOT-BO-S and TPOT-BO-ALT, the results are presented for both discrete and continuous hyper-parameter spaces.

At a high-level, Table 2 shows that there is usually some benefit gained by performing BO to fine-tune hyper-parameters, though not necessarily a lot. With the exception of the single best run for socmob and house_16h, and the median run for elevators; the best, median and mean CV error values are all found in the TPOT-BASE and TPOT-BO-ALT columns. Of these, the majority were obtained when continuous parameter spaces were used in the BO step, with the results split evenly between TPOT-BO-S and TPOT-BO-ALT. TPOT-BO-S fared better when applied to the quake, abalone and elevators problems, but not so well on b_h and house_16h. Table 2 also provides the win/tie/loss results from a pairwise comparison of both TPOT-BO-S and TPOT-BO-ALT (for discrete and continuous parameter spaces) against TPOT-BASE, using the Mann-Whitney-Wilcoxon (MWW) statistical test [12]. Here, method $A$ is said to “win” over method $B$ (and $B$ “lose” to $A$), if the mean CV error of $A$ is less than that of $B$, with a p-value less-than-or-equal-to 0.05. If the p-value is greater than 0.05, we cannot say with any confidence that the samples are drawn from different distributions, and the result is deemed a “tie”.

Tables 3 and 4 provide some deeper insights into the reasons for the obtained results. Table 3 provides the results for each problem from a single run and compares the results obtained from TPOT-BASE, TPOT-BO-S and TPOT-BO-ALT for that same run. The run chosen for this comparison is the run for which the pipeline selected after 80 TPOT generations had the median CV error value across all 21 runs. Table 4 gives statistics about the number of pipelines evaluated up to 80 TPOT generations, number of pipelines with unique structures among them, the number of non-dominated solutions (i.e., solutions for which there does not exist another solution that is better or equal in all objectives, and strictly better in at least one) considering CV error and number of operators as the metric, the number of operators in the chosen pipeline, the number of hyper-parameters in the pipeline and the number of matching pipelines evaluated so far. One can note that the best pipeline (smallest CV error) for quake and house_16h had 6 operators each, but their associated number of hyper-parameters are different, i.e., 30 and 22. The number of hyper-parameters dictates the size of the BO search space as opposed to the number of operators, although TPOT uses number of operators (and CV error) as a metric.

Results of the median runs of abalone and socmob provide some reasons as to why TPOT-BO-S might perform well on some problem instances, but not others. During its operation, TPOT maintains a set of pipelines representing the Pareto front approximation that demonstrates the trade-off between pipeline complexity (number of operators) and predictive performance (CV error). By the time the population (of size 100) has been evolved by TPOT for 80 generations, approximately 8000 pipelines have been evaluated. Of these 8000 pipelines, many have identical structures and can be grouped together. When selecting a pipeline for the BO step, TPOT-BO-S
Table 2: Experimental results. Values in parentheses represent (number of variables/sample points) for a given data set. Also given are wins/ties/losses against TPOT-BASE with a p-value less-than-or-equal-to 0.05 considered significant.

<table>
<thead>
<tr>
<th>Problem</th>
<th>TPOT-BASE</th>
<th>TPOT-BO-S</th>
<th>TPOT-BO-ALT</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>at 80 gens</td>
<td>Complete</td>
<td>Discrete</td>
</tr>
<tr>
<td>quake</td>
<td>3.534442e-02</td>
<td>3.534442e-02</td>
<td>3.53071e-02</td>
</tr>
<tr>
<td>socmob</td>
<td>1.624169e+00</td>
<td>1.62517e+00</td>
<td>4.23983e+00</td>
</tr>
<tr>
<td>abalone</td>
<td>8.897154e+08</td>
<td>8.89002e+08</td>
<td>8.89902e+08</td>
</tr>
<tr>
<td>house_16h</td>
<td>1.578522e+02</td>
<td>1.578912e+02</td>
<td>9.22548e+02</td>
</tr>
<tr>
<td>std dev</td>
<td>1.952899e-02</td>
<td>1.952899e-02</td>
<td>1.952899e-02</td>
</tr>
<tr>
<td>wins/ties/loss:</td>
<td>0/60</td>
<td>1/5/0</td>
<td>1/5/0</td>
</tr>
</tbody>
</table>

Table 3: Detailed results by problem, for the run with pipeline selected for BO step after 80 TPOT generations having median CV error value from 21 runs, and the results obtained from TPOT-BASE, TPOT-BO-S and TPOT-BO-ALT on the same run.

<table>
<thead>
<tr>
<th>Problem</th>
<th>TPOT-BASE</th>
<th>TPOT-BO-S</th>
<th>TPOT-BO-ALT</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>at 80 gens</td>
<td>Complete</td>
<td>Discrete</td>
</tr>
<tr>
<td>quake</td>
<td>3.534442e-02</td>
<td>3.534442e-02</td>
<td>3.53071e-02</td>
</tr>
<tr>
<td>socmob</td>
<td>1.624169e+00</td>
<td>1.62517e+00</td>
<td>4.23983e+00</td>
</tr>
<tr>
<td>abalone</td>
<td>8.897154e+08</td>
<td>8.89002e+08</td>
<td>8.89902e+08</td>
</tr>
<tr>
<td>house_16h</td>
<td>1.578522e+02</td>
<td>1.578912e+02</td>
<td>9.22548e+02</td>
</tr>
<tr>
<td>std dev</td>
<td>1.952899e-02</td>
<td>1.952899e-02</td>
<td>1.952899e-02</td>
</tr>
<tr>
<td>wins/ties/loss:</td>
<td>0/60</td>
<td>1/5/0</td>
<td>1/5/0</td>
</tr>
</tbody>
</table>

Table 4: Statistics at 80 TPOT generations for the same runs as detailed in Table 3. Given are the total numbers of: evaluated pipelines; unique pipeline structures; non-dominated pipeline structures, based on CV and number of operators; operators, hyper-parameters of the pipeline selected by TPOT-BO-S and pipelines with a structure matching it.

<table>
<thead>
<tr>
<th>Problem</th>
<th>Pipelines</th>
<th>Selected pipeline</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Evaluated</td>
<td>Unique ND Operators</td>
</tr>
<tr>
<td>quake</td>
<td>7525</td>
<td>1031 6 30 9</td>
</tr>
<tr>
<td>socmob</td>
<td>791</td>
<td>2948 5 27 16</td>
</tr>
<tr>
<td>abalone</td>
<td>7816</td>
<td>938 8 17 75</td>
</tr>
<tr>
<td>b_h</td>
<td>7536</td>
<td>1540 7 0 1</td>
</tr>
<tr>
<td>house_16h</td>
<td>7495</td>
<td>1176 6 22 5</td>
</tr>
<tr>
<td>elevators</td>
<td>7763</td>
<td>1823 4 20 63</td>
</tr>
</tbody>
</table>

*Selected b_h pipeline consisted only of RidgeCV, CombineDFs, StandardScaler and MaxAbsScaler operators — none of which require any hyper-parameters.

CV error is not the only consideration that is important. Partitioning the evaluated pipelines by unique structure means that the mean CV error, standard deviation and probability density function can be computed for each group. Figure 1 provides plots of these probability density functions for all of the unique, non-dominated pipeline structure groups for abalone and socmob, respectively — along with an indication of which group the pipeline selected for the BO step of TPOT-BO-S belongs to.

Assuming the pipeline CV errors are normally distributed (as CV is bounded to one side, it is unlikely the distribution is truly normal, but the assumption is made for illustrative purposes), these plots can be used to estimate the likelihood a pipeline may yield a better CV error value after improvement. This likelihood is represented by the area under the curves to the left of a given CV error. Figure 1(a) indicates that the choice of pipeline selected by TPOT-BO-S was probably a good one, as there is no other curve which has a significantly larger area beneath it to the left of the orange curve. Conversely, Figure 1(b) suggests that the choice of

chooses the one with the lowest CV error. However, the lowest
pipeline by TPOT-BO-S for this instance of socmob was probably not the best since both the green and pink curves have significant areas below them to the left of the orange curve (the blue one too, but that has a too large standard deviation to provide any reliable predictions). This indicates that there is a likelihood that better CV errors can be achieved using those structures. This demonstrates there is a significant amount of risk involved when selecting a pipeline for improvement using best CV error as the sole criteria. These inferences are both supported by the results in Table 3, where TPOT-BO-S performed best for this run on abalone but not as well on socmob. During the course of evolution, TPOT ranks pipelines based on CV error value and the number of operators, but neither of these attributes are necessarily a good indicator of how well the BO step is likely to perform in TPOT-BO-S. Without a significant number of samples, it is difficult to make any predictions about the distribution of pipeline CV errors, and the more samples that are provided to a BO model during its construction, the more reliable its predictions will likely be. This is reflected in the results for abalone and house_16h in Table 4. The BO model for abalone was constructed using information from 75 matching pipelines; in contrast to the model for house_16h, which was initialised with a single data point. Here, a lot of the budget must be invested in sampling the parameter space to improve the fidelity model.

The performance of a BO model is strongly related to the accuracy of its surrogate. The number of variables and the number of possible values those variables can take are the two key considerations when applying BO. In the case of TPOT-BO-S and TPOT-BO-ALT, the variables are the hyper-parameters for the machine learning models which comprise the operators for a given pipeline. Once a pipeline is selected for a BO step, its structure is effectively frozen and cannot change until the BO step is complete. The structure of a pipeline is determined by its operators and the order in which they appear, but an arbitrary operator can require any number of hyper-parameters; which means the number of operators for a pipeline is unlikely to be a useful predictor of BO complexity. This is visible from the b_h results in Table 4, where the pipeline selected for the BO step has 7 operators but, notably, no hyper-parameters at all. Clearly, there is nothing BO could do to improve this pipeline.

Another example of the importance of number of hyper-parameters is visible from the results for abalone in Table 4. Here the chosen pipeline has few hyper-parameters, and this is also the problem instance where TPOT-BO-S performed the best. However, one should not take the number of hyper-parameters, or number of matching pipelines, to be an absolute measure to predict the potential success of the BO step. The results in Table 4 for elevators cautions against this: for the median run, the selected pipeline had 20 hyper-parameters and 63 matching pipelines, but TPOT-BO-S was unable to achieve any improvements. This suggests that a more sophisticated approach is required.

Given that TPOT-BO-S only gets one chance to make its choice, and then must invest its entire allocated BO computing budget in whichever pipeline it selects, it makes sense that having a smaller number of choices to select from will increase its chances of performing well. TPOT-BO-ALT “hedges its bets” by investing smaller portions of its BO budget incrementally, meaning it will not spend long improving any single pipeline, but instead mitigates its risk by improving pipelines periodically, e.g., every 8 generations.

Even when TPOT-BO-S did not perform as well, as with the house_16h problem, there were differences in the performance between the discrete and the continuous variants of the BO search. Figure 2 presents the convergence plots for the median run of TPOT-BO-S and TPOT-BO-ALT on the house_16h problem. This figure demonstrates the behaviour observed when the BO-TPOT suite is applied to this problem with both discrete (left) and continuous (right) parameter spaces. The plots show that there is clear and noticeable improvement in the CV error when a continuous parameter space is used. This cannot be attributed to the effect of BO alone, as this improvement is not as dramatic when BO is applied to the same pipeline using a discrete parameter space. It is harder to judge the difference between the two parameter spaces when used by TPOT-BO-ALT, as the populations diverge after the first BO step. However, the initial improvement shown after this first BO step using a continuous space is noticeably greater than for the discrete space. This is also supported by Tables 2, 3 and 4.

Finally, although searching a continuous parameter space does appear to provide some benefit, it is also worth noting that TPOT already uses a reasonably fine grained discretization — steps of 0.05 in most cases — so there is only a limited room to improve through this modification alone.
Algorithm 4: TPOT-BO-AUTO

Input: \( D \): training data; \( nG \): total number of generations; \( nP \): population size; \( \rho \): GP parameters
Output: \( S \): set of evaluated pipelines
1: \( T \leftarrow TPOTRegressor \) object initialized using \( nP \) and \( \rho \)
2: \( S \leftarrow \emptyset \), evaluated pipeline set
3: \( \Delta T, \Delta B \leftarrow \) arbitrarily large values such that \( \Delta T > \Delta B \)
4: \( \) DoTPOT \( \leftarrow \) True
5: for \( nG \) \( \geq 1 \) generations do
6: \( \) if \( \Delta T = \Delta B \) then
7: \( \) DoTPOT \( \leftarrow \) !DoTPOT \( \leftarrow \) toggle from most recent operation
8: \( \) else
9: \( \) DoTPOT \( \leftarrow \) \( \Delta T > \Delta B \)
10: \( \) end if
11: if DoTPOT = True then
12: \( \) \( S \leftarrow \) update with result of fitting \( T \) on \( D \) and \( S \) for 1 generation
13: \( \) else
14: \( \) \( S \leftarrow \) TPOT-BO-S(\( D, T, nP, \rho \))
15: \( \) end if
16: \( \) \( \Delta T, \Delta B \leftarrow \) update gradients
17: \( \) end for
18: \( \) return \( S \)

Adaptive variant: TPOT-BO-AUTO

While dividing the computational budget into \( nI \) iterations allows TPOT-BO-ALT to avoid investing all its resources into improving just one pipeline, the choice of \( nI \) is still arbitrary and there is a risk that the budget is not being used as efficiently as possible. TPOT-BO-AUTO aims to address this by deciding whether to use a TPOT or TPOT-BO-S step in each generation.

A population \( S \) with size \( nP \) is initialized and evolved for one generation using TPOT. BO is then applied for \( nP \) pipeline evaluations, the equivalent of one TPOT generation. Then, for the remaining \( nG \) \( \geq 3 \) generations, the gradient of the best-so-far CV error values is computed for the most recent execution of each process (\( \Delta T, \Delta B \)) and the process that produced the steepest gradient is selected for the next \( nP \) evaluations. If both gradients are equal, then the process which was not the most recent is selected. The pseudo-code for TPOT-BO-AUTO is given in Algorithm 4.

As with the experiments in Section 4, TPOT-BO-AUTO was applied to the six OpenML problems for 21 runs each. The results are presented in Table 5 along with the results of TPOT-BASE and TPOT-BO-ALT, and their MWW statistical significance tests. They show that TPOT-BO-AUTO has competitive, but ultimately slightly worse over-all performance than its two counterparts. However, notably, it performed best for the two largest instances. Figure 3 plots the convergence of TPOT-BO-AUTO against TPOT-BASE and TPOT-BO-ALT, for the socmob (top) and abalone (bottom) problems using discrete (left) and continuous (right) parameter spaces.

It can be seen from these plots that, typically, TPOT-BO-AUTO alternates between TPOT and BO while searching for improvements that can be made. When a potential area for improvement is identified using either technique, the plots also show that it is able to exploit this change, by persisting with the same process until there is a local convergence. TPOT-BO-ALT deterministically switches between TPOT and BO processes, introducing an extra parameter that must be tuned, and pays no attention to whether a given process is likely to produce further improvements, if it were given more time. These results demonstrate that TPOT-BO-AUTO works to address this in principle, even if though its design requires some further improvements to improve the quality of results.

**Table 5: TPOT-BO-AUTO results. Values in parentheses represent (number of variables/sample points) for a given data set. Also given are wins/ties/losses against TPOT-BASE with a p-value less-than-or-equal-to 0.05 considered significant.**

<table>
<thead>
<tr>
<th>Data Set</th>
<th>TPOT-BASE</th>
<th>TPOT-BO-ALT</th>
<th>TPOT-BO-AUTO</th>
</tr>
</thead>
<tbody>
<tr>
<td>QMUG</td>
<td>Discrete</td>
<td>Continuous</td>
<td>Continuous</td>
</tr>
<tr>
<td>RMSE</td>
<td>3.50579e-02</td>
<td>3.51162e-02</td>
<td>3.51463e-02</td>
</tr>
<tr>
<td>Median</td>
<td>3.52859e-02</td>
<td>3.52859e-02</td>
<td>3.52859e-02</td>
</tr>
<tr>
<td>P-value</td>
<td>&lt; 0.05</td>
<td>&lt; 0.05</td>
<td>&lt; 0.05</td>
</tr>
<tr>
<td>Wins/Ties/Losses</td>
<td>1/50/0</td>
<td>1/50/0</td>
<td>1/32/1</td>
</tr>
<tr>
<td>house_16h</td>
<td>Discrete</td>
<td>Continuous</td>
<td>Continuous</td>
</tr>
<tr>
<td>RMSE</td>
<td>4.21643e+00</td>
<td>4.18116e+00</td>
<td>4.23218e+00</td>
</tr>
<tr>
<td>Median</td>
<td>4.23218e+00</td>
<td>4.23218e+00</td>
<td>4.23218e+00</td>
</tr>
<tr>
<td>P-value</td>
<td>&lt; 0.05</td>
<td>&lt; 0.05</td>
<td>&lt; 0.05</td>
</tr>
<tr>
<td>Wins/Ties/Losses</td>
<td>1/50/0</td>
<td>1/50/0</td>
<td>1/32/1</td>
</tr>
</tbody>
</table>

**Limitations of TPOT and single BO selection**

Although competitive, the results obtained by any of the methods were not significantly better than TPOT-BASE. They also suggest that by 80 generations, TPOT-BASE has already done a lot of the “heavy-lifting” — leaving little space for any improvement. TPOT-BO-ALT and TPOT-BO-AUTO attempted to improve on this by beginning their search from scratch, however all three methods are limited by two main factors. Figures 4 and 5 illustrate these two principles on the abalone data set. The first is the fact choosing a single pipeline for improvement by BO means that some amount of luck is involved in determining the quality of the result. Figure 4 plots the best 20 unique pipeline structures after 80 TPOT generations, ordered by CV and indicated by large, pale green dots.

The remaining budget was applied to all 20 structures individually, the results of which are given by the smaller dark purple dots. As highlighted by the yellow and red circles, TPOT-BO-S selected the structure with the best CV at 80 TPOT generations and improved it from around 4.244 to 4.227; however, the plot shows there are several other choices which have worse initial CV values, but which
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Figure 4: BO is applied to the best 20 pipeline structures.

produce a better result once BO was applied — demonstrating the limitations of selecting a single pipeline structure for improvement, especially when that selection is made by CV alone.

The second factor is the mechanism that TPOT itself employs when selecting pipelines to carry forward to the next generation. When deciding the active population for the next generation, TPOT orders the set of previously evaluated pipelines using a non-dominated sort on CV and number of operators and chooses the best \( nP \) pipelines to carry forward. While this method ensures that pipeline complexity is reduced — and important consideration for the efficient operation of its genetic programming procedures — the diversity of the population used to generate offspring can become severely limited. Figure 5 tracks unique structures selected in each generation of TPOT-BASE. The horizontal axis represents the index of any pipeline structure included in an active population throughout the search, with the vertical axis being the generation it was included. A pale green dot indicates that only one pipeline with that structure was included in that generation’s active population, and a dark purple dot indicates 100 was selected — i.e., the entire active population. This plot clearly shows that the majority of pipelines included in the active population for the entire search were drawn from one single structure, with very little diversity shown in the population after approximately 30 generations.

6 CONCLUSION AND FUTURE WORK

The experimental results presented in Section 5 suggest that CV and number of operators, as used in native TPOT, are not particularly effective when deciding where to apply BO. Due to the nature of TPOT’s selection mechanism, the initial search is skewed towards pipeline structures with fewer operators, meaning more complex pipeline spaces are not explored. While this is important to keep the GP processes that TPOT is based on in check, it also results in less diversity in the set of evaluated pipelines, which is detrimental when constructing BO models. Even if a given pipeline structure is theoretically optimal, it is unlikely to produce a good CV error if very few sets of hyper-parameters have been sampled from it. Conversely, sampling a sub-optimal pipeline structure many times gives it more chances to produce a better CV error — especially if it has fewer operators. The results in this study show that there is often an initial “jump” in quality of pipelines when BO is applied, especially in the case of continuous parameter spaces, but this quickly tapers off. This could be capitalized on by dividing the BO budget among multiple pipelines that can be optimized simultaneously; competing for resources and improving the overall quality of the pipelines in the population. This leads to three fundamental questions to consider moving forward: (a) How should the pipelines for BO be selected? (b) How many pipelines should be selected? and (c) How to best divide the allocated budget amongst them? The first has been partially addressed in the main experiments conducted as a part of this study. The other two still present interesting challenges and the insights gained from the study can be leveraged to develop more efficient hybridization strategies.
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