Abstract

In this paper we investigate the audio-visual processing of linguistic prosody, more precisely the detection of word prominence, and examine how the additional visual information can be used to increase the robustness when acoustic background noise is present. We evaluate the detection performance for each modality individually and perform experiments using feature and decision fusion. For the latter we also consider the adaptive fusion with fusion weights adjusted to the current acoustic noise level. Our experiments are based on a corpus with 11 English speakers which contains in addition to the speech signal also videos of the speakers’ heads. From the acoustic signal we extract features which are well known to capture word prominence like loudness, fundamental frequency and durational features. The analysis of the visual signal is based on features derived from the speaker’s rigid head movements and movements of the speaker’s mouth. We capture the rigid head movements by tracking the speaker’s nose. Via a two-dimensional Discrete Cosine Transform (DCT) calculated from the mouth region we represent the movements of the speaker’s mouth. The results show that the rigid head movements as well as movements inside the mouth region can be used to discriminate prominent from non-prominent words. The audio-only detection yields an Equal Error Rate (EER) averaged over all speakers of 13%. Based only on the visual features we obtain 20% of EER. When we combine the visual and the acoustic features we only see a small improvement compared to the audio-only detection for clean speech. To simulate background noise we added 4 different noise types at varying SNR levels to the acoustic stream. The results indicate that word prominence detection is quite robust against additional background noise. Even at a severe Signal to Noise Ratio (SNR) of −10 dB the EER only rises to 35%. Despite this the audio-visual fusion leads to notable improvements for the detection from noisy speech. We observe relative reductions of the EER of up to 79%.

1. Introduction

When humans communicate they not only listen to what is said but also to how it is said. These prosodic variations play a vital role in human communication (Shriberg, 2005). For spoken dialog systems one situation where the prosodic information is particularly important is after a misunderstanding between the human and the machine (Litman et al., 2006; Levow, 2004). Humans use prosodic cues to highlight a correction following a misunderstanding when talking to another human but also when talking to a machine (Swerts et al., 2000). A distinguishing feature of corrections is that they are frequently hyperarticulated and hence perceived as highly prominent (Litman et al.,...
Acoustically, prominence is mainly realized via changes in segment duration and intensity as well as fundamental frequency modifications (Streefkerk, 2002).

At least since the observations of Sumby and Pollack in 1954 that seeing a speaker’s face and lip movements improves human speech intelligibility scores in noise (Sumby and Pollack, 1954) it is well acknowledged that the visual modality contains a lot of information relevant to communication. As a result, the field of audio-visual speech recognition emerged which in particular targets the robust recognition in noise (Potamianos et al., 2003; Zhou et al., 2014; Heckmann et al., 2002; Kolossa et al., 2009).

Furthermore, it has been shown that humans are able to use visual information to extract linguistic prosodic cues and in particular word prominence (Graf et al., 2002; Munhall et al., 2004; Beskow et al., 2006; Swerts and Krahmer, 2008; Al Moubayed and Beskow, 2009). Yet so far this information has not been used in systems to extract linguistic prosody. Based on the findings in audio-visual speech recognition one expects that the visual information is particularly beneficial in situations in which the acoustic signal is impaired. Such impairments by additional background noise and reverberations from the room commonly occur when speech processing is applied in real world applications, in particular on hand held devices, with robots and in cars. Due to the typical large distances between the microphones and the speaker’s mouth, the impact of these disturbances can be quite high. In the realm of speech recognition this is a topic which has received a lot of attention (see Li et al. (2014) for a current overview). The aforementioned speech impairments in principle also apply to the prosodic speech analysis. Yet much less effort has been spent to cope with these impairments in this context. As far as we are aware of, the impact of speech impairments and viable countermeasures have only be addressed for audio-only emotion classification (Schuller et al., 2007; Eyben et al., 2013; You et al., 2006).

We introduced audio-visual word prominence detection in Heckmann (2012) on a dataset of 3 speakers. In Heckmann (2013) we extended the dataset to 16 speakers and improved the acoustic feature extraction. Next, we included context features, i.e. features spanning across the current segment, and feature contour modeling in Schnall and Heckmann (2014) and Heckmann (2014). In this paper we use the same acoustic feature extraction as in our previous work but introduce an improved visual processing including a correction of the speaker’s head tilt. Based on this we evaluated the performance of rigid head movements and movements inside the mouth region compared to the acoustic features. This evaluation showed that there is a large variation in visual detection performance for the different speakers. Nevertheless, overall the visual features contribute a lot of information. Furthermore, we investigated different audio-visual fusion schemes. Here we saw that a fusion on the decision level clearly outperforms a feature fusion. A key aspect of this paper is the evaluation of the prominence detection also from noisy audio signals.

This evaluation included an evaluation of the importance of two of the main cues to word prominence, fundamental frequency and intensity variations, in varying noise conditions. The results showed that the word prominence detection is quite robust against background noise and that the relative importance of the fundamental frequency and intensity derived features depends on the noise type. A further important part of this evaluation is the assessment of the audio-visual fusion schemes with varying degrees of degradations in the acoustic channel. We will demonstrate that the decision fusion is also superior when the acoustic signal is degraded by noise and that relative improvements of 79% compared to an audio-only detection can be obtained from an audio-visual fusion. However, adaptively weighting the two modalities dependent on the acoustic noise level does not further improve the results.

2. Prior work

Quite a few approaches to detect prosodic word prominence have been proposed in the past (Streefkerk, 2002; Tamburini, 2003; Wang and Narayanan, 2007; Jeon and Liu, 2010; Schillingmann et al., 2011). Some authors rather focus on the detection of pitch accent, one acoustic realization leading to prosodic prominence (Shriberg and Stolcke, 2004; Levow, 2005; Rosenberg and Hirschberg, 2009). All these approaches have in common that they only consider the acoustic modality and assume that the signal is not distorted by noise.

The fusion of acoustic and visual information has received a lot of attention in the past (Atrey et al., 2010). A key question in this domain was to find models to optimally fuse the acoustic and visual modalities (Teissier et al., 1999; Potamianos et al., 2003; Yoshida et al., 2009). Particularly relevant to audio-visual speech recognition are models which are able to cope with the complex temporal relation between auditory and visual cues in speech. Depending
on the phoneme and its context, variations in the synchrony of an approx. 200 ms visual lead to an approx. 50 ms auditory lead have been observed (Schwartz and Savariaux, 2014). Several fusion models which are able to take these asynchronies explicitly (Abdelaziz et al., 2015; Dupont and Luettin, 2000; Nefian et al., 2002) or implicitly (Heckmann et al., 2002) into account have been proposed. As the perceptual benefits of the additional visual information for humans in the perception of speech degraded by noise had already been observed in Sumby and Pollack (1954) many of these approaches have been evaluated when noise was added to the acoustic channel (Heckmann et al., 2002; Kolossa et al., 2009; Yoshida et al., 2009). During fusion of clean video information with noisy audio it has been observed that a dynamic weighting of the two modalities is often quite beneficial. Based on this different models for the estimation of the stream confidence and adaptive weighting have been developed (Potamianos and Neti, 2000; Heckmann et al., 2002; Abdelaziz et al., 2015).

The impact of additional noise in the speech signal has not yet been investigated in the context of linguistic prosody but only for emotional prosody. Yet, also for emotional prosody only very few papers have been published. The classification of emotions on an acted dataset where white noise and sinusoidal noise was added to the acoustic signal was investigated in You et al. (2006). In Schuller et al. (2007) datasets with acted emotions or recorded when children were interacting with a small robot were used. The authors either used recordings from a distant microphone which already contained reverberations and background noise or added it afterwards to the audio signal. They extended their work in Eyben et al. (2013) by investigating which features are best suited for the emotion classification from noisy speech. The impact of babble noise on the emotion classification was investigated in Kim et al. (2007). All the studies showed that the analysis of emotional prosody is quite robust against noise and reverberations.

Audio-visual classification is more and more frequently applied in emotion classification (Zeng et al., 2009; Valstar et al., 2013). Typically the same fusion methods are deployed in audio-visual emotion classification as in audio-visual speech recognition (Zeng et al., 2009). However, the audio-visual detection of linguistic prosody has not yet been done. So far studies have only investigated the role the visual information plays in human perception of word prominence and how speakers modify their facial and head articulators. Graf et al. concluded that head and face movements are strongly correlated with the prosodic content of the speech signal but at the same time that the code seems to be less clearly defined than for the acoustic channel and also shows a very large variation from speaker to speaker (Graf et al., 2002). Measurements of the visual articulators in the production of different focus conditions showed that prominence is visually signaled via hyperarticulation by larger mouth opening, lip spreading and lip protrusion (Dohen et al., 2006; Scarborough et al., 2009; Cvejic et al., 2010). Also rigid head movements are used to express word prominence, however they are less consistent and show a larger inter-speaker variability than mouth and jaw movements (Graf et al., 2002; Dohen et al., 2006; Scarborough et al., 2009; Cvejic et al., 2010; Kim et al., 2013). Finally, eyebrow movements are also frequently reported to be a strong cue to prominence (Cavé et al., 1996; Graf et al., 2002; Dohen et al., 2006; Scarborough et al., 2009; Cvejic et al., 2010; Kim et al., 2013). Of all the visual features eyebrow movements seem to be the least consistent and show the largest inter-speaker variations. The question which visual articulators contribute to the perception of word prominence has also been addressed via perceptual experiments where only parts of the head or face were visible to the participants. The results of these experiments are a bit inconclusive. While Swerts and Krahmer (2008) reported that the upper part of the face is more informative for the listeners, Cvejic et al. (2012) stated that it is the lower part. It is reported quite unanimously that the inclusion of the visual information improves the perception either by higher prominence detection scores or faster reaction times (Dohen and Llevenbruck, 2009; Swerts and Krahmer, 2008; Al Moubayed et al., 2010).

3. Dataset

To stimulate corrections and hence prominent words, we recorded participants interacting via speech in a Wizard of Oz experiment (Heckmann, 2012). In a computer game they instructed the system to move tiles to uncover a cartoon. This game yielded utterances of the form “place green in B one”. Occasionally, a misunderstanding of one word of the sequence was triggered by the experimenter and the corresponding word was highlighted, verbally and visually. Which word of the sequence was misunderstood was determined by a random process, yet the triggering was performed by the experimenter. The triggering was opaque to the participants and the evaluation of the subsequent questionnaires revealed that they believed that it was a true misunderstanding of the machine. Participants were told that after a misunderstanding they should repeat the phrase as they would do with a human, i.e.
emphasizing the previously misunderstood word. However, they were not allowed to deviate from the sentence grammar e.g. by beginning with “No”. This was expected to create a narrow focus condition (in contrast to the broad focus condition of the original utterance) and thereby making the corrected word highly prominent. In total 16 native English speaking participants were recorded (Heckmann, 2013). The audio signal was originally sampled at 48 kHz and later down sampled to 16 kHz. For the video images a CCD camera with a resolution of 1280 × 1024 pixel and a frame rate of 25 Hz was used.

We trained HTK (Young et al., 1995) on the Grid Corpus (Cooke et al., 2006) followed by a speaker adaptation with a Maximum Likelihood Linear Regression (MLLR) (Leggetter and Woodland, 1995) step with a subsequent Maximum A-Posteriori (MAP) (Gauvain and Lee, 1994) step to perform a forced alignment of the data.

Three human annotators annotated the recorded data with 4 levels of prominence for each word. Unfortunately, there is no generally agreed upon prominence scale. In an effort to make the ratings nevertheless consistent, we manually extracted four words with different levels of prominence from the recorded dataset and made them available to the annotators during their annotation such that they could use it as a reference. In previous experiments a prominence scale with 4 levels had been found to be well adapted (Jensen and Tøndering, 2005). We calculated the inter-annotator agreement with Fleiss’ kappa \( \kappa \). While doing so we binarized the annotations, i.e. only differentiating between prominent and non-prominent. We tested different binarizations and used the one where the agreement between all annotators was highest. Next, we calculated \( \kappa \) for each speaker individually. We then discarded all speakers where \( \kappa \) for the optimal binary annotation was below 0.5 (0.4 < \( \kappa \) ≤ 0.6 is usually considered as moderate agreement). We have chosen such a rather low threshold to retain as many speakers as possible. This yields 11 speakers, 6 females and 5 males. Overall we have 4622 utterances of which 1892 are corrections, i.e. on average approx. 400 utterances per speaker with approx. 40% corrections.

4. Features

Most approaches in the computational processing of prosody rely on functionals derived from low-level acoustic descriptors (Schuller and Batliner, 2013; Rosenberg, 2009). In the following we will detail which acoustic, or in our case also visual, low-level descriptors we used and which functionals we derived from them. These functionals then serve as features for a Support Vector Machine (SVM) based classifier.

4.1. Low-level descriptors

Table 1 gives an overview on all acoustic and visual low-level descriptors we used. In the following we will explain them in more detail.

For the acoustic modality a key feature to word prominence are variations of the perceived signal energy, i.e. loudness variations. We extracted the loudness \( l \) by filtering the signal with an 11th order IIR filter as described in Knowledgebase (2016), followed by the calculation of the instantaneous energy, smoothing with a low pass filter with a cut-off frequency of 10 Hz, and conversion into dB. Furthermore, we calculated \( D_w \), the duration of the word, and \( D_G \) the duration of the gap before, respectively after the word. These values were determined from the forced alignment. We also extracted the fundamental frequency \( f_0 \) (following Heckmann et al. (2007)), interpolated values in the unvoiced regions via cubic splines and converted the results to semitones. To detect voicing, we used an

<table>
<thead>
<tr>
<th>Table 1</th>
<th>Acoustic and visual low-level descriptors.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Audio</td>
<td>( l ) Loudness in dB</td>
</tr>
<tr>
<td></td>
<td>( D_w ) Duration of the word</td>
</tr>
<tr>
<td></td>
<td>( D_G ) Duration of the gap between words</td>
</tr>
<tr>
<td></td>
<td>( f_0 ) Fundamental frequency in semitones</td>
</tr>
<tr>
<td></td>
<td>SE Spectral emphasis, i.e. the difference between overall energy and low-pass energy</td>
</tr>
<tr>
<td>Video</td>
<td>( n_x, n_y ) Nose x and y position</td>
</tr>
<tr>
<td></td>
<td>( m_{DCT} ) DCT transform calculated from the mouth region</td>
</tr>
</tbody>
</table>

extension of the algorithm described in Kristjansson et al. (2005). Finally, we also determined the spectral emphasis SE, i.e. the difference between the overall signal energy and the energy in a dynamically low-pass-filtered signal with a cut-off frequency of 1.5f0 (Heldner, 2003).

To extract low-level descriptors from the visual channel, we used the OpenCV library (Bradski, 2000) to detect the face and the nose in the image. The nose does not move much during articulation relative to the head and is hence well suited to measure the rigid head movements. As the detection of the nose with OpenCV was not very reliable we implemented several post-processing steps. First we extracted two nose hypotheses for each frame and kept those which were more plausible with respect to their position in the face. In the sequence of nose positions we looked for a temporal context where the nose position did not change much. At the center of this temporal zone we selected one image. Due to the small movements in the temporal proximity of this image we expect the nose detection to be reliable for this image. From this image we cut out a region around the nose and used it as a template for a correlation-based nose tracking. We then tracked the nose starting from this image by correlating the template with the image and determining the shift between them. As this stable region might not be at the start of the utterance the correlation-based tracking had to be performed forward in time until the end of the utterance as well as backwards in time until the start of the utterance. Once we obtained the nose tracks we also determined the eyes in the image. For doing so we detected the darkest spot in the image where we expected the eyes based on the nose position, a frequently used technique (Stiefelhagen et al., 1997). Based on the eyes’ position we calculated the head tilt angle and compensated for it by rotating the image. We cropped an image around the expected mouth region in the rotated image (again based on the nose position) and centered the mouth region in it by calculating the symmetry axis using the algorithm proposed in Nishigaki et al. (2012). Next, we cropped the actual mouth region and calculated a two-dimensional Discrete Cosine Transform (DCT) on each subsampled mouth image of size 100 × 100 pixels. Out of the 10,000 coefficients per image we selected the 20 with the lowest spatial frequencies.

4.2. Functionals and contours

Prior to the calculation of the functionals, we normalized the prosodic features by their utterance mean and calculated their first and second derivative (except for D). Next, we determined word boundaries via a forced alignment. As functionals we then extracted the mean, max, min, spread (max-min) and variance along the word.

To capture all the information in the feature and to be more tolerant against noise a more holistic representation based on contours is promising. Different methods to robustly model contours with a few descriptive coefficients have been proposed in the literature. We could previously show that adding such holistic contour models to the functionals improves the performance (Heckmann, 2014). As functional Principal Component Analysis (functional PCA) (Arias et al., 2013), the method which performed best in in our previous experiments, requires a learning step of the basis functions, we decided to use the DCT instead, a frequently used and computationally very simple method (Eyben et al., 2010), which yielded almost identical results to the functional PCA (Heckmann, 2014). The DCT only requires a summation and multiplication with a fixed set of coefficients

\[ y(k) = \sum_{n=1}^{N} x(n) \cos \left( \frac{\pi}{2} \left( n - \frac{1}{2} \right) (k - 1) \right), \]  

(1)

where \( N \) is the length of the segment and \( x \) an acoustic or visual low-level descriptor after the previously mentioned normalization. Effectively, the DCT transforms the contour into a frequency representation. By retaining from the set of DCT coefficients \( y(1), \ldots, y(N) \) only the first \( K \) coefficients we obtain a representation which solely captures the low frequency variations in the signal. We used different values \( K_A \) and \( K_V \) for the acoustic and visual modality. For the acoustic modality we set \( K_A = 10 \). Due to the much lower sampling rate of the visual features (25 Hz as compared to 100 Hz) we retained only \( K_V = 7 \) coefficients for the visual modality. In case of the features derived from the mouth region this means that we first calculated a two-dimensional DCT along the image dimensions to capture the intensity variations in one single image and then a one-dimensional DCT along the time dimension to capture variations of the previously calculated two-dimensional DCT coefficients over time.
4.3. Context features

Marking the focus of a word in an utterance, rendering it prominent, also has an influence on the neighboring words: the word in focus is hyperarticulated and the surrounding words are hypoarticulated (Xu and Xu, 2005; Dohen and Llevenbruck, 2009). It has been shown previously that taking this context information into account is very effective for the detection of word prominence (Schnall and Heckmann, 2014; Levow, 2005; Rosenberg and Hirschberg, 2009). Therefore, we also applied this in our approach by stacking features prior to classification such that they contain not only the functionals of the current but also of the previous and following word (see Schnall and Heckmann (2014) for details):

\[
\text{Context} = \begin{cases} 
\mathbf{o}_m/C0 \mathbf{o}_{m} \mathbf{o}_{m+1}, & \text{if } m \leq 38 \text{ and } m+1 \leq 38 \\
\end{cases} \\
\text{Context} = 3l_f,
\]

with \(\mathbf{o}_m\) the functionals of word \(m\) and \(l_f\) the dimensionality of the vector of functionals of a single word.

In summary, our feature extraction process consists of

- Extraction of low-level descriptors from the acoustic and visual channel,
- Calculation of derivatives from the descriptors,
- Segmentation of the utterance into words,
- Normalization to the utterance mean,
- Contour representation and functional calculation,
- Modeling of the contour on a word level via a DCT transform,
- Calculation of functionals on the word level,
- Concatination of feature vectors to context features.

5. Audio-visual fusion

For the fusion of the audio and video modality we evaluated fusion models which are commonly used in audio-visual speech recognition (Potamianos et al., 2003): feature and decision fusion. In case of the decision fusion we also investigated if, similar to audio-visual speech recognition, a weighting of the two modalities dependent on the current noise scenario yields better results. As the word prominence detection operates on the word level we do not expect a benefit from modeling the asynchronies in the audio-visual fusion. Hence, we only investigated models which assume synchrony between the two modalities.

5.1. Feature fusion

We implemented the feature fusion, also called feature concatenation, as Potamianos et al. (2003):

\[
\mathbf{o}_{AV} = [\mathbf{o}_A, \mathbf{o}_V] \in \mathbb{R}^{l_{AV}},
\]

where \(\mathbf{o}_A\) and \(\mathbf{o}_V\) are the functionals derived from the acoustic and visual modality, respectively. The dimensionality of the corresponding vectors is \(l_A\) and \(l_V\) yielding \(l_{AV} = l_A + l_V\). Hence, we concatenated the feature vectors of the two modalities to form a larger feature vector.

5.2. Decision fusion

In decision fusion the two modalities are classified individually and then the decisions of the individual classifiers are fused. As decisions we used the posterior probabilities \(P(C_i|\mathbf{o})\) of functional \(\mathbf{o}\) belonging to class \(C_i\), in our case prominent or non-prominent. This posterior probability was provided by the SVMs which we used for classification. While doing so we assumed class-conditional independence between the two modalities

\[
P(\mathbf{o}_A, \mathbf{o}_V|C_i) = P(\mathbf{o}_A|C_i)P(\mathbf{o}_V|C_i).
\]
Using Bayes formula one derives at (Heckmann et al. 2002)

\[ P(C_i|o_A, o_V) = \frac{P(C_i|o_A)P(C_i|o_V)}{P(C_i)} \eta(o_A, o_V), \]

where \( P(C_i) \) represents the prior probability of class \( C_i \). The normalization term \( \eta(o_A, o_V) \) is independent of the class \( C_i \) and can hence be neglected for the classification. In the machine learning community this is also called a naïve Bayesian model and also when the underlying assumption of class-conditional independence is not fully met it usually yields good results (Bishop, 2006). In the case of audio-visual speech recognition it has been shown previously that the assumption of class-conditional independence can be made (Movellan and McClelland, 2001) and it is very frequently used (Potamianos et al., 2003; Heckmann et al., 2002). As word prominence is to a large extent expressed via a hyperarticulation of the speech articulators it can be expected that these assumptions translate from audio-visual speech recognition to audio-visual word prominence detection.

5.3. Weighted decision fusion

To investigate if a weighting of the two modalities during fusion, as is frequently done in audio-visual speech recognition, is also beneficial for our task, we also implemented a common weighting scheme (Potamianos et al., 2003; Heckmann et al., 2002):

\[ P(C_i|o_A, o_V) = \frac{P(C_i|o_A)^{\lambda}P(C_i|o_V)^{1-\lambda}}{P(C_i)} \eta(o_A, o_V), \]

where \( \lambda \) is the weighting parameter varying in the range \([0, 1]\).

6. Results

In this section we will first detail our experimental setup and then present the results for the acoustic and visual modality separately and when combined in clean conditions. Following this we will present results for audio-only detection with additional background noise and corresponding audio-visual results.

6.1. Experimental setup

In previous experiments we compared the performance of a Gaussian Mixture Model (GMM), a Support Vector Machine (SVM), a Conditional Random Field (CRF) and a Deep Neural Network (DNN) to discriminate prominent from non-prominent words using the dataset described in Section 3 (Schnall and Heckmann (2000, 2014, 2016)). For the DNN we used a fully connected feedforward network with 1 to 5 hidden layers (Schnall and Heckmann (2000, 2016)). The results showed that the CRF had a slight lead over SVM and DNN. The latter two performed practically identical. All three methods clearly outperformed the GMM. Due to their very similar performance at a much lower computational complexity we decided to use SVMs for the subsequent experiments. We implemented the SVMs with a Radial Basis Function Kernel using LibSVM (Chang and Lin, 2011). For each feature combination we performed a grid search for \( C \), the penalty parameter of the error term, and \( \gamma \), the variance scaling factor of the basis function, using the whole dataset. Prior to the grid search, we normalized the features to the range \([1, ..., 1]\). With the found optimal parameters we trained an SVM on 75% of the data and tested on the remaining 25%. We repeated this step 30 times to perform a 30-fold cross-validation. To establish the 30 sets, we applied a sampling with replacement strategy where we set the number of elements from the prominent and non-prominent class corresponding to their respective frequency in the dataset. We performed this process individually for each speaker. Consequently, all results are speaker-dependent. The decision level fusion described in Section 5.2 is based on posterior probabilities. Per se an SVM only returns class membership and the distance to the closest support vector. To obtain the posterior probabilities from the SVM we enabled the corresponding option in the LibSVM which calculates an estimate of the posterior probability based on the distance to the support vectors.

\(^1\) Please note that it is commonly assumed in a naïve Bayesian model that all features are conditionally independent to each other whereas we only assume the features of the two modalities to be conditionally independent.
As the two classes in our dataset are very unbalanced (there are roughly 10 times more non-prominent than prominent words), we use Receiver Operating Characteristics (ROCs) to measure the performance of the SVM. The ROC allows one to visually judge the power of a binary classifier for all settings of the decision threshold by plotting the true positive rate against the false positive rate. When calculating the area of the curve covered by the ROC, the so-called Area Under the Curve (AUC), a measure of aggregated classification performance can be obtained. An alternative is the Equal Error Rate (EER). However, the EER is only a point measure in the ROC at the position where the false negative rate (1 - true positive rate) and the false positive rate are equal. The AUC has values between 1 (the optimal classifier) and 0.5 (a random decision). As already very small variations of the AUC can represent large differences in classification accuracy for a given threshold the AUC values do not allow for an intuitive interpretation. Yet several statistical tests have been proposed to calculate confidence intervals for the AUC values (Qin and Hotilovac, 2008). Hence, they are well suited to assess the statistical significance of results. On the other hand, EERs are much easier to interpret as they are certainly more familiar to most readers. In our experiments we saw that AUC and EER were highly correlated. For these reasons we will use both measures in the following experiments. When we focus on the statistical validity we will rather report the AUC. In cases when we think that the easy interpretability is important we will rather use EER.

We established the ROCs as proposed in Fawcett (2004) by pooling the results of all cross-validations and all speakers and calculated the AUC and the EER.

To investigate the impact of acoustic noise, we added to the clean audio signal white, babble, car and factory noise taken from the Noisex database (Varga and Steeneken, 1993). We adjusted the SNR levels using the tool Fant (Hirsch, 2005) in a range of $-10$ dB to $15$ dB in $5$ dB steps. Via a grid search for each scenario, i.e. noise type and SNR level, and averaging over all speakers we determined the optimal setting of the weighting parameter $\lambda$ in the weighted decision fusion.

### 6.2. Audio-only detection

For the word prominence detection based only on acoustic information we used three acoustic feature combinations: features, i.e. functionals, derived from all acoustic low-level descriptors described in Section 4.1, all but $f_0$ or all but loudness. Averaged over all speakers we obtain an EER of 12.9% using all acoustic low-level descriptors. When we remove either $f_0$ or loudness we see a clear rise in error rate, most notable when we remove $f_0$ (compare also Table 2). We have chosen $f_0$ and loudness as they are the most important features for prominence detection.

### 6.3. Visual detection

The visual detection is based on two different types of visual features. One captures the dynamics of the rigid head movements based on the nose movements. The other is related to the non-rigid movements of the speaker’s mouth, e.g. lip movements. To extract these we used the DCT calculated on the mouth region.

Table 2 compares the results averaged over all speakers for these two feature types and their combination. As can be seen the mouth related features perform much better than the nose features. Nevertheless, already based on the nose information alone we obtain AUCs and EERs well above chance level. This is depicted in more detail in Fig. 1a. Here the results for each individual speaker are given. As can be seen there is a large variation from speaker to speaker. When considering only the nose movements we obtain an EER of 45.2% for the worst speaker compared to 16.5% for the best. The combination of the two visual feature types improves the performance and also reduces the variance between the speakers. Hereby the mouth features alone perform almost as good as the combination of nose and mouth features. When applying a t-test at an $\alpha$ value of 0.05 we saw no statistically significant difference in performance between either mouth features alone or combined with the nose features. With an EER of 20.4% the visual features perform worse than the audio features (12.9%) but clearly contain a lot of information.

---

2 Bear in mind that for this two class problem guessing would yield an EER of 50%.

3 This is together with duration. Yet as the temporal alignment did not change with the noise level so did the duration.
6.4. Audio-visual detection

When combining visual and acoustic information we consider the two fusion schemes feature fusion and decision fusion, outlined in Section 5. As can be seen from Table 2 the feature fusion does not improve the performance compared to an audio-only detection when we look at the AUC. It slightly degrades performance when considering the EER. On the other hand, the decision fusion leads to a reduction of the errors. The AUC increases from 0.943 to 0.951 (and the EER falls from 12.9% to 11.7%). This difference is also statistically significant. To further investigate this, in Fig. 1b the reduction of the EER in % from audio-visual fusion for each individual speaker is shown. As can be seen, for the feature fusion the gain is high for one speaker but negative for almost all other speakers. On the other hand, in the case of decision fusion we see at least small to moderate gains for all speakers and a substantial gain of 3.3% absolute for one speaker. The results in Table 2 show that the additional weighting in the weighted decision fusion did not further improve the results.

Table 2

<table>
<thead>
<tr>
<th>Features</th>
<th>AUC</th>
<th>EER (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Audio</td>
<td></td>
<td></td>
</tr>
<tr>
<td>All features</td>
<td>0.943 ± 0.005</td>
<td>12.9</td>
</tr>
<tr>
<td>w/o f0</td>
<td>0.919 ± 0.006</td>
<td>15.8</td>
</tr>
<tr>
<td>w/o loudness</td>
<td>0.927 ± 0.006</td>
<td>14.5</td>
</tr>
<tr>
<td>Video</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nose</td>
<td>0.770 ± 0.012</td>
<td>29.0</td>
</tr>
<tr>
<td>Mouth</td>
<td>0.869 ± 0.009</td>
<td>20.9</td>
</tr>
<tr>
<td>All features</td>
<td>0.876 ± 0.009</td>
<td>20.4</td>
</tr>
<tr>
<td>Audio-visual</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Feature fusion</td>
<td>0.943 ± 0.005</td>
<td>13.4</td>
</tr>
<tr>
<td>Decision fusion</td>
<td>0.951 ± 0.005</td>
<td>11.7</td>
</tr>
<tr>
<td>Weighted</td>
<td>0.952 ± 0.005</td>
<td>11.6</td>
</tr>
</tbody>
</table>

*We used the Mann-Whitney estimator (Qin and Hotilovac, 2008) in the implementation of Lau (2014) to calculate the confidence intervals.

Fig. 1. In (a) the Equal Error Rates (EER) in % for each individual speaker for different feature combinations are shown (thin colored bars). The mean over all speakers is displayed in gray in the background. The corresponding standard deviation over all speakers is indicated via a thin horizontal line on top. In (b) the reduction of the EER in % from audio-visual fusion for each individual speaker is shown. All results are for clean audio.
Finally, Table 3 shows some statistics on the individual cross validations of all speakers. From the values calculated from all cross validations we see that the standard deviation is in general quite high but it is particularly high for the video-only detection. The feature fusion is not able to deal with these large variations in the visual channel as well as the decision fusion. When using the feature fusion not only the mean value but also the standard deviation increases compared to the audio-only detection. With the decision level fusion the mean decreases and the standard deviation remains unchanged. This demonstrates that the decision fusion is much better suited to our task.

6.5. Audio-only detection from noisy audio

Next, we want to investigate the performance of the audio-only word prominence detection when the audio signal is corrupted by noise. For the noisy signals we made two assumptions:

1. The noise type and SNR level are known during training time. I.e. we trained and tested the SVM for identical noise type and SNR.
2. The temporal alignment from the forced Viterbi is not affected by the additional noise.

We made assumption (1) as on the one hand training on clean data and testing on noisy data is not very realistic. As an alternative training with a larger set of noise types and SNR levels can be performed. Yet the selection of the noise conditions also strongly biases the results. Hence we think that our selection of training and testing in the same noise condition will give optimistic but still realistic results. Regarding assumption (2), we could show previously that the exact temporal alignment is not critical (Heckmann et al., 2014). Yet assuming that the alignment is not affected by the noise will give again rather optimistic results. However, using the output of a speech recognition system in the same noise conditions will on the other hand render the results dependent on the performance of this particular speech recognition system in noise. In short, in our experiments we mainly evaluated the effect of the noise on the prosodic features and subsequent functionals and hence will obtain rather optimistic results compared to an application in a real system.

Fig. 2a–d show the results for varying SNR levels of added noise averaged over all speakers depicted as AUC. From the plots one can see that the impact of the noise on the acoustic detection strongly depends on the noise type and is in general not drastic. We see the worst performance for car noise at an SNR of $-10$ dB with an AUC of 0.684 and an EER of 35.1% (bear in mind that chance level would be at an AUC of 0.5 and an EER of 50%). On the other hand, for white noise, even at $-10$ dB, performance is still at an AUC of 0.867 and an EER of 16.6%.

In Table 4 the results for a given noise type averaged over all SNR levels are shown. These results show again that the impact on the detection performance varies a lot with the type of noise.

In the same way as for clean audio we also performed experiments for noisy audio where we removed either $f_0$ or loudness from the set of acoustic low-level descriptors. As can be seen from Table 4 and Fig. 2a–d the performance decreases if we remove either $f_0$ or loudness from the set of acoustic features. The results also show that it depends on the noise type which feature is more important. For babble noise loudness is the more important feature (compare Fig. 2b), whereas for car noise it is $f_0$ (compare Fig. 2c). Removing either feature has similar effects on the detection with white or factory noise present. Overall, the degradation from removing a feature is notable but not drastic.

<table>
<thead>
<tr>
<th>Features</th>
<th>$\bar{\sigma}$ (%)</th>
<th>$\sigma$ (%)</th>
<th>min (%)</th>
<th>max (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Audio</td>
<td>all features</td>
<td>12.9</td>
<td>4.3</td>
<td>2.4</td>
</tr>
<tr>
<td>Video</td>
<td>all features</td>
<td>20.4</td>
<td>5.6</td>
<td>4.8</td>
</tr>
<tr>
<td>Audio-visual</td>
<td>feature fusion</td>
<td>13.4</td>
<td>4.5</td>
<td>3.0</td>
</tr>
<tr>
<td>Decision fusion</td>
<td></td>
<td>11.7</td>
<td>4.3</td>
<td>2.5</td>
</tr>
</tbody>
</table>

Table 3: Statistics of the Equal Error Rates for each individual cross validation of all speakers for clean audio and varying feature usage.
see the largest effect with babble noise added at an SNR of 0 dB with a relative increase of EER of 27% when we remove the loudness feature.

6.6. Audio-visual detection from noisy audio

Finally, we investigate how the performance in noise can be improved by incorporating the visual information. Also in this case we investigated feature and decision fusion. As can be seen from Fig. 2e–h and Table 4 the additional visual information substantially improves the performance. The observable degradation with increasing noise level is much slower for the audio-visual case. Furthermore, the audio-visual performance never drops below the visual only performance. In most cases there is a synergy effect from combining the two modalities, i.e. the combined results are better then either result by itself. Again the decision fusion performs better than the feature fusion.

Table 4
Area Under the Curve (AUC) with 95% confidence intervals and Equal Error Rate (EER) for a given noise type averaged over all 11 speakers and all 8 SNR levels. See the text for the meaning of the feature names and modeling abbreviations.

<table>
<thead>
<tr>
<th>Features</th>
<th>White</th>
<th>Babble</th>
<th>Car</th>
<th>Factory</th>
</tr>
</thead>
<tbody>
<tr>
<td>Audio All features</td>
<td>0.926 ± 0.006 (14.4%)</td>
<td>0.882 ± 0.008 (18.7%)</td>
<td>0.858 ± 0.008 (20.5%)</td>
<td>0.887 ± 0.008 (18.3%)</td>
</tr>
<tr>
<td>w/o f0</td>
<td>0.911 ± 0.007 (16.5%)</td>
<td>0.871 ± 0.008 (19.9%)</td>
<td>0.849 ± 0.009 (21.6%)</td>
<td>0.867 ± 0.008 (20.4%)</td>
</tr>
<tr>
<td>w/o loudness</td>
<td>0.903 ± 0.007 (16.7%)</td>
<td>0.853 ± 0.009 (21.8%)</td>
<td>0.866 ± 0.008 (20.2%)</td>
<td>0.868 ± 0.009 (19.8%)</td>
</tr>
<tr>
<td>Video All features</td>
<td>0.876 ± 0.009 (20.4%)</td>
<td>0.876 ± 0.009 (20.4%)</td>
<td>0.876 ± 0.009 (20.4%)</td>
<td>0.876 ± 0.009 (20.4%)</td>
</tr>
<tr>
<td>Audio-visual Feature fusion</td>
<td>0.934 ± 0.006 (14.1%)</td>
<td>0.919 ± 0.007 (16.0%)</td>
<td>0.914 ± 0.007 (16.5%)</td>
<td>0.921 ± 0.007 (15.7%)</td>
</tr>
<tr>
<td>Decision fusion</td>
<td>0.944 ± 0.005 (12.5%)</td>
<td>0.927 ± 0.006 (14.6%)</td>
<td>0.922 ± 0.006 (14.9%)</td>
<td>0.929 ± 0.006 (14.1%)</td>
</tr>
<tr>
<td>Weighted</td>
<td>0.943 ± 0.005 (12.6%)</td>
<td>0.928 ± 0.006 (14.5%)</td>
<td>0.924 ± 0.006 (14.8%)</td>
<td>0.930 ± 0.006 (14.0%)</td>
</tr>
<tr>
<td>Decision fusion</td>
<td>0.944 ± 0.005 (12.5%)</td>
<td>0.927 ± 0.006 (14.6%)</td>
<td>0.922 ± 0.006 (14.9%)</td>
<td>0.929 ± 0.006 (14.1%)</td>
</tr>
</tbody>
</table>
In particular, for decision fusion we see synergy effects from the combination of both modalities for all cases tested. The largest reduction of EER we observe is from 35.1% to 19.6% for car noise at an SNR of $-10$ dB with decision fusion. This corresponds to a relative improvement of 79%. Setting weights depending on the current noise scenario on the audio and video modality during fusion did not further improve the results.

7. Discussion

First of all, with our experiments we could show that the visual channel contains a lot of information for the detection of word prominence. Considering only the rigid head movements, captured by the movements of the nose, we see EERs above chance level for all speakers. The same time we see a large inter-speaker variation in EER from 16.5% up to 45.2% with an average of 29.0%. Relatively larger inter-speaker variations in the production of visual prosody compared to acoustic prosody have been observed before (Graf et al., 2002; Dohen and Llavenbruck, 2009). The mouth movements seem to be more consistent and more informative. They yield EERs in the range from 11.1% to 28.7% with an average of 20.9%. Previous studies did not come to a clear consensus on which facial areas convey most information on word prominence. In Cvejic et al. (2012) listeners had to discriminate broad and narrow focus from the presentation of different parts of the face of a speaker. The results showed that the lower part of the face was more informative for the listeners. In contrast to this, in a very similar experiment in Swerts and Krahmer (2008) it was reported that the upper part of the face was more informative for the listeners. This difference might be explained by the large inter-speaker variations in expressing visual prosody (Cvejic et al., 2012). Furthermore, it can be expected that the mouth region yields more consistent information on prominence as it is closely related to relevant acoustic realizations. Important cues for prominence, like duration and amplitude, are easily visible from the mouth region (Kochanski et al., 2005). In contrast to this, fundamental frequency is more linked to rigid head and eyebrow movements (Cávé et al., 1996). As we did not extract the eyebrow movements this can also explain the clear advantage of the mouth features compared to the features related to the upper head, i.e. rigid head movements. The combination of the mouth movement features with the less reliable features derived from the rigid head movements did only lead to a small and statistically not significant improvement to 20.4%. Overall, this means that the EER we obtain from the purely visual detection is only approx. 60%, in relative terms, higher than that of the audio-only detection. In our data we saw that the speakers rotated their heads around all three axis (i.e. nodding in the sagittal plane, turning in the transverse plane and tilting in the frontal plane) at varying degrees while speaking. With our recording setup and the processing steps laid out in Section 4.1 we were only able to compensate for the tilting of the head. Consequently, in some cases we could not extract the visual features correctly. From visual inspection we observed a relation between the head rotations and the visual detection performance. The speaker of whom we obtained the worst results rotated his head the most whilst the speaker of whom we obtained the best results showed very little head rotations. Hence, we expect that substantially more information can be extracted from the visual channel once the features can be extracted independently of these head movements. For our current data this would require 3D models of the speakers’ heads. For future experiments we think it is promising to use 3D or 2.5D recordings, e.g. with an active sensor as the Microsoft Kinect. Furthermore, our visual features do not capture all available visual information, e.g. eyebrow movements and frowning. It can be expected that including also these features will further enhance the detection performance.

Despite the impairments of the visual features via the head rotations, we could show that adding the visual information to the acoustic information improves the detection of word prominence, although only to a small extent and only for the decision fusion. One could expect that the feature fusion, which is able to capture all the correlations in the different modalities, would yield better results than the decision fusion, which makes in our case the assumption of class-conditional independence. We suppose one of the reasons for the superior performance of the decision fusion is the at times varied quality of the visual features. Depending on the subset in the different cross validations the visual features might look quite different in the training and test set. This is also indicated by the large variance of the individual cross validation results for visual only detection (compare Table 3). The decision level fusion is known to be able to compensate much better for such mismatches between training and testing conditions in a single modality as the feature fusion (Heckmann et al., 2002). The increase in the variance of the individual cross validation results for the feature fusion compared to the audio-only detection and an unchanged variance for the decision fusion also reflects this.
In a next step we investigated the impact of additional background noise in the acoustic channel on the audio-only and audio-visual detection. The impact of the noise on the detection performance depends not only largely on the noise level but also on the noise type. Yet, as we saw the detection of word prominence is in general very tolerant against background noise. Even at a severe SNR of $-10$ dB the error rates only reach $26\%$ compared to $13\%$ in clean conditions. In the context of emotion recognition from noisy speech it has already been stated that the prosodic analysis is more robust against noise than speech recognition (Schuller et al., 2007). This can be further substantiated by comparing the results of word prominence detection to those of a speech recognition experiment in the same acoustic environment. In Heckmann et al. (2011) the recognition of numbers from the clean signal yielded an error rate of $1\%$ while in our experiment the word prominence detection results in an error rate of $13\%$. When factory noise is added at $-5$ dB we observe an error rate of $82\%$ for the speech recognition compared to $26\%$ for the word prominence detection. To counterbalance the large differences in task complexity, i.e. discrimination of 11 numbers versus a two class problem, one can also calculate the Relative Improvement Over Chance (RIOC) index $^5$ (Farrington and Loeber, 1989):

$$\text{RIOC} = \frac{\text{Accuracy} - \text{Chance Rate}}{1 - \text{Chance Rate}},$$

The RIOC can take a minimum value of 0 and a maximum of 1. It yields values of 0.99 and 0.74 for clean audio in speech recognition and prominence detection, respectively. In noisy audio with factory noise at $-5$ dB values drop to 0.14 and 0.47. Hence, also in terms of RIOC prominence detection degrades much slower than speech recognition. From this we conclude that prosodic processing is substantially more robust against additional background noise than speech recognition.

An analysis of the contribution of fundamental frequency and energy variations, the main features to capture word prominence, in clean and noisy conditions revealed that their contribution dependents on the noise characteristics. In the speech like babble noise the fundamental frequency feature is clearly impaired and does not add information at SNR levels below 10 dB. On the other hand in the instationary car noise the situation is reversed and the loudness feature does not contribute for medium SNR levels. At SNR levels below 0 dB both features seem to be impaired to an extent that they yield inconsistent information such that the detection without either feature yields better results than when combining all features.

As the visual channel already improves the performance in clean conditions we expected an even larger contribution in cases in which the speech signal is corrupted by background noise. This is indeed what our results show. With increasing noise level the improvements of the audio-visual detection compared to the audio-only detection get larger. The results also showed that the acoustic and the visual channel contain complementary information as the combination of both is always better than either one taken alone. Here again, the decision fusion is better able to take advantage of this. The results of the feature fusion are always inferior. Compared to the audio-only detection we see typical SNR gains of 5 dB to 10 dB and relative improvements of up to 79% when using the decision fusion. In contrast to results published for audio-visual speech recognition, we did not observe a benefit from dynamically weighting the two modalities. We assume that the reason is that in our two class problem not one particular class is selected when the noise increases but rather the probabilities continue to distribute evenly across the two classes. In such a scenario a weighting yields no additional benefit as during the fusion the unreliable classifier does not impair the results of the more reliable classifier. The weighting is particularly beneficial if the unreliable classifier selects one class with a high confidence such that this selection will then also dominate the fusion result. The matched training we performed underestimates the effect of the noise on the audio channel. Hence, we expect notably larger improvements for more realistic settings where the noise is not known before. On the other hand, the extraction of the visual features is—in less controlled settings—more challenging. This will most likely lead to inferior visual features and, as a probable consequence, to reduced gains from the audio-visual fusion.

---

$^4$ To make it comparable to the word prominence detection task we only counted the confusion errors, i.e. the insertions and deletions occurring in a continuous recognition task were not taken into account.

$^5$ We assumed a maximal accuracy of 1 and chance rates of $1/11$ and $1/2$, respectively.
8. Conclusion

This paper introduced audio-visual word prominence detection. We analyzed the detection performance from clean and noisy speech. The analysis of the purely visual detection showed that for our dataset the rigid head movements as well as the movements of the mouth contain substantial information on the prominence of a word. When combining these two visual features we achieve an EER of approx. 20%. We compared feature and decision fusion for the audio-visual fusion and saw that decision fusion shows better performance in clean and noisy conditions. For clean conditions we saw a relative improvement of approx. 10% and for noisy conditions of up to approx. 80%. The analysis of the audio-only detection in noise showed that the relative contribution of the $f_0$ and loudness feature depends on the noise type. Overall we observed that word prominence detection is more robust against background noise than speech recognition.

Our recording setup and the image processing algorithms we devised were not able to cope with the full range of head motions our participants showed during recording. To overcome these limitations more work has to be spent in the extraction of visual features. We expect that this can lead to much better performance for the visual modality. In general, we saw large variations from speaker to speaker. This was the case for the acoustic modality but even more so for the visual modality. The recording of more speakers is necessary to be able to better understand these variations and to build models which can cope with them. For the acoustic modality we currently develop a speaker adaptation method which allows counterbalancing these speaker specific variations (Schnall and Heckmann (0000, 2016)). However, similar approaches are needed for the visual modality. These improvements will form an ideal basis to not only investigate impairments in the acoustic but also in the visual modality. This will then allow exploring the dynamic fusion of the two modalities dependent on their reliability.
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